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Abstract

The scattering of visible and near-infrared light in biological tissue limits the pene-
tration depth of many optical imaging modalities. Wavefront shaping offers a way
to overcome this constraint by spatially modulating the incident field to generate an
optical focus deep within scattering media. However, existing in silico approaches
are either computationally prohibitive or insufficiently rigorous, limiting their abil-

ity to model wavefront shaping at experimentally relevant depths.

To address the challenge, a rigorous and efficient simulation framework has been
developed by coupling the T-matrix method for calculating light propagation with
discrete-particle representations of bespoke media, including biological tissue. The
framework has been extensively validated and enables full-wave modelling of light
propagation across ballistic, quasi-ballistic, and diffusive regimes. To demonstrate
the method, scattered light propagation and focusing are simulated in and around a

titanium dioxide phantom and a ~1 mm thick biological tissue section.

By enabling deterministic coherent optics simulations across a range of physically
relevant length scales, the computational framework presented in this thesis pro-
vides a tool that can aid the development of various techniques exploiting coherent

phenomena in scattering media.



Impact Statement

This thesis presents a computational framework for simulating light propagation
through bespoke scattering media. This framework is validated and applied to
model wavefront shaping and other coherent phenomena. Its contributions lie at the
intersection of optics, biomedical imaging, and high-performance computational

modelling.

The immediate academic impact of this work is the development of a physically
rigorous and computationally efficient modelling framework capable of simulating
light scattering through deep tissue-like media. This advances the state of the art in
optical modelling by enabling studies of light propagation at scales previously only

accessible to less physically rigorous techniques.

From a translational perspective, this work supports the design and optimisation
of novel imaging and therapeutic systems. In particular, the framework is appli-
cable to emerging techniques such as photoacoustic-guided wavefront shaping,
optical neuromodulation, or photodynamic therapy, where precise light delivery

through scattering media is essential.

The techniques developed here may contribute to reducing experimental over-
heads, improving the efficiency of light-based medical technologies, and guiding
new discoveries in optical wave control. As coherent imaging and therapeutic
methods continue to expand in clinical and research settings, the ability to simulate

and understand light—tissue interactions will become increasingly valuable.
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Chapter 1

Introduction

1.1 Motivation

The propagation of visible or near-infrared (NIR) light through biological tissue is
fundamental to many diagnostic and therapeutic modalities, including microscopy
[1], NIR spectroscopy [2], optical coherence tomography (OCT) [3], photoacoutic
(PA) imaging (PAI) [4], photodynamic therapy [5], and optogenetic modulation
[6]. However, biological tissue strongly scatters this propagating light, resulting
in a significant reduction in intensity and a loss of coherence over depth. As a
result, various imaging methods are limited to imaging superficial tissues only a

few millimetres deep.

The nature of light propagation may give the impression that scattering is a stochas-
tic and ultimately uncontrollable process. However, the microscale refractive index
inhomogeneities that scatter incident light, and the subsequent interference inter-
actions of this scattered light, are fundamentally deterministic processes. This
deterministic nature of scattering gives rise to many interesting (and exploitable)

optical phenomena.

Wavefront shaping (WFS) [7] spatially modulates light incident onto a scatter-
ing medium to cause scattered light to interfere constructively to produce an optical

focus at depth. Under ideal circumstances, it has been demonstrated that this optical
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focus can be generated at depths as significant as 9.6cm [8]. Other achievements
of WES include the use of shaped light to generate PA images of a bee wing that
overcome the acoustic diffraction limit [9], endoscopic imaging through a multi-
mode fibre [10], imaging around corners and through scattering media by exploiting
speckle correlations [11], improved free space optical signal transmission [12], and

and improved cryptographic algorithm design [13]

Other optical phenomena that have the potential to enhance biomedical imaging
include tilt and angular memory effects [14], transmission matrix engineering [15],
the existence of open scattering channels [16], and scattering invariant modes of

light [17].

Experimental investigation of such coherent phenomena, including WES, is of-
ten constrained by what can be summarised as a lack of control. In contrast to
computational techniques, experimental methods cannot easily resolve both ampli-
tude and phase information, cannot easily evaluate the field inside a given medium,
and cannot comprehensively and dynamically control the medium with respect to
optical properties or geometry. Consequently, the ability to reliably simulate co-
herent light propagation through biological tissue has the potential to shed light
on some unanswered questions regarding WFS. For example, how does shaped
light propagate through a medium? Is this propagation different through various
biological tissues? What are the limits of focused light concerning both depth and
the degree of control over the incident field? What are the most effective methods
to generate an optical focus? How does the signal-to-noise ratio (SNR) affect this

focus?

However, current computational approaches to simulate light propagation through
biological tissue are either too computationally intensive to model volumes of at
least the transport mean free path (TMFP) or too incomplete to model the underly-

ing deterministic scattering and interference processes accurately.
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1.2 Problem statement

At present, there are no computational methods able to rigorously simulate visible
and near-infrared light propagation through biological tissue at large enough

scales. This stymies investigation of WF'S and other coherent phenomena.

1.3 Aims

The broad aim of this PhD is to develop a rigorous and efficient framework for
simulating coherent light propagation through bespoke scattering media, including
tissue-like media. This framework must be able to rigorously simulate coherent
light propagation through millimetre-scale tissues. Both the underlying in silico
representation of biological tissue and the computational method of light propaga-

tion must be exhaustively validated.

Following validation, this method is used to simulate coherent phenomena that have
the potential to facilitate deep tissue imaging. Specifically, this thesis is focused on
modelling WES due to its applicability across a range of imaging modalities [18].
Consequently, one major aim is to simulate the generation of an optical focus inside

and through bespoke scattering media.

To demonstrate the applications of the proposed simulation framework, new aims
are defined. These include replicating the seminal Vellekoop and Mosk demonstra-
tion of WES by focusing light through a titanium dioxide domain [7] and investi-

gating the formation of a focus inside tissue using a PA feedback mechanism.

1.4 Objectives

The objectives of this thesis are to:

» Evaluate existing methods for simulating coherent light propagation. Imple-
ment a full-wave approach that is computationally efficient enough with re-

gard to time and memory to simulate domains of at least a TMFP.

* Design an appropriate “tissue-like” scattering medium. The method of mod-
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elling turbid media must be designed to have bespoke optical properties, such

that various media can be represented in silico.

 Validate the model to ensure that the method simulates the scattering of light
physically realistically and that the macroscale characterisation of this scat-

tering matches theory.

* Model light focusing via WFS by generating an optical focus through and
inside a scattering titanium dioxide phantom. Ensure physical accuracy by

investigating WFS phenomena like multiple foci and enhancement.

* Model light propagation and focusing inside a tissue-like domain. Demon-
strate the applications of the model by investigating the design requirements

of a photoacoustic wavefront shaping (PAWS) system.

1.5 Report structure

The main body of this thesis begins with a background description of the physics
of light propagation through biological tissue in the micro and macroscales, con-
cluding with a discussion on the inimical effects of scattering. The theory of WFS
is then explored - how spatially modulated light can be designed to constructively
interfere to produce desired optical fields and overcome scattering. The first chap-
ter ends with a discussion on the existing computational attempts to model WEFS.
This includes a review of select methods of modelling light propagation and the
scattering medium. Critically, the requirements of the computational framework

are defined, and an appropriate modelling framework is identified.

The next chapter describes the first component of this framework - specifically,
how the T-matrix method is used to simulate light propagation through discrete par-
ticle media. This includes a review of the T-matrix method and existing T-matrix
codes. The process of implementing and modifying these T-matrix codes on avail-
able hardware is described, and the codes are validated using Mie theory and the

Finite-Difference Time-Domain (FDTD) method.
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The following chapter is concerned with the second component of the computa-
tional framework - namely, how the discrete particle method is used to construct
models of bespoke scattering media. The relevant background theory of the method
is first discussed. A method of constructing discrete particle media is created and
validated using Inverse Adding Doubling (IAD), Monte Carlo, and memory effects.
The discrete particle media is then optimised to maximise efficiency when coupled
with the T-matrix method - both with respect to the design of the constituent spheres

and the bounding medium.

The next chapter focuses on the final aspect of the computational framework -
the modelling of WFS. The theory of WES is reviewed, and a method of modelling
WES is constructed, using an angular spectrum decomposition of the incident light
field or random instances of the scattering medium. The method is used to model
the generation of an optical focus through a titanium dioxide layer, replicating the
seminal Vellekoop and Mosk paper on WFS. The scaling of the enhancement of
said focus as a function of the number of input modes is quantified and validated
against theory. Then a focus is generated inside the medium, something that was

not achievable using Vellekoop and Mosk’s original experimental approach.

Moving on from titanium dioxide phantoms, light is propagated and focused
through and inside a “fissue-like” medium. The method is then used to investi-
gate PAWS. This begins by describing the theory and motivation behind using PA
feedback to shape light. To determine the requirements of a theoretical PAWS sys-
tem, the enhancement of an acoustically constrained focus is modelled as a function
of focus size, and various enhancement thresholds are plotted as a function of the

number of input modes and focus size.

The thesis concludes with a summary of the contribution made to the field and

a discussion of potential future applications of the proposed model.



Chapter 2

Background

2.1 Light propagation through biological tissue

Light propagating through biological tissue is subject to both scattering and absorp-
tion [19]. These processes limit the performance of optical imaging techniques by
reducing resolution and restricting penetration depth [20]. A clear understanding
of scattering and absorption (and their relative contributions to overall attenuation)
is essential for developing realistic computational models of light transport. Figure

2.1 provides an overview of light—tissue interaction mechanisms.

Incident light
Backscattering

*
¢ " " 4. Fluorescence
i

........... *eus* Fluorophore
*
...ty Chromophore

. Biological tissue ¢ " Absorption

I I T T T R T T T T T T -

Ballistic light--..

- o wm wm  m o w
- e e e o o -

Figure 2.1: Schematic overview of light-tissue interaction mechanisms. Incident light
propagating through biological tissue undergoes elastic and inelastic scatter-
ing, absorption by chromophores, and fluorescence emission.
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Light-tissue interactions can be broadly categorised into two macroscale mech-
anisms: scattering and absorption [19]. Each mechanism contributes differently
to the perturbation and attenuation of the propagating light, and must be modelled

appropriately in any computational method. Below, each process is defined.

2.1.1 Scattering theory

Scattering arises due to microscopic refractive index inhomogeneities within bio-
logical tissue - such as cell membranes, organelles, and collagen fibrils [21]. These
scattering events can be broadly classified into elastic and inelastic processes, de-
pending on whether the energy (and hence frequency) of the scattered photon is

conserved.

In elastic scattering, photons interact with the medium without any change in
energy. The direction of propagation is altered, but the wavelength remains un-
changed. The physical mechanism behind elastic scattering is the re-radiation of
light by small particles in response to an incident electromagnetic wave [22]. These
inhomogeneities act as dielectric scatterers, meaning they can be polarised, which
is when the incident electric field excites bound electrons, temporarily inducing
a separation of positive and negative charge (a dipole moment). This oscillating
charge distribution emits scattered light at the same frequency as the incident light.
The scattered light’s directionality and intensity depend on the particle’s size, ge-

ometry, refractive index, and spatial arrangement within the medium.

Particle size is particularly noteworthy, as elastic scattering can be further classified
based on the size parameter, x, which is a dimensionless quantity that compares the

physical size of a scattering particle to the wavelength of the incident light:

where r is the radius of the scatterer and A is the wavelength of light. The size

parameter defines the nature of the elastic scattering:
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* Rayleigh scattering: x < 1 Scattering by particles much smaller than the

wavelength.

* Mie scattering: x ~ 1 Scattering by particles comparable to the wavelength.

* Geometric scattering: x > 1. Scattering by particles much greater than the

wavelength.

These classifications are important as they determine the nature of the scattering

that occurs and set limits on the modelling approach.

In contrast to elastic scattering, inelastic scattering involves an exchange of en-
ergy between the incident photon and the medium, resulting in a change in the
photon’s wavelength. Unlike elastic processes, where the scattered photon retains
the same energy and frequency as the incident light, inelastic scattering produces
photons with either lower (Stokes shift) or higher (anti-Stokes shift) energy, de-

pending on the energy transfer direction.

Both elastic and inelastic scattering can be understood in terms of the paths photons
take as they propagate through tissue. In the most straightforward case, photons
travel without any scattering events - these are known as ballistic photons. They

retain their original direction and coherence.

Photons that undergo a small number of low-angle scattering events are referred
to as snake photons. While they deviate slightly from their original path, they still

preserve a degree of directional information.
In contrast, photons that undergo multiple scattering events with large angular
deviations are known as diffuse photons. These photons follow complex, ran-

domised paths, losing both spatial and temporal coherence.

The proportion of each photon type is a function of depth: ballistic photons dom-
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inate at shallow depths but are rapidly attenuated, snake photons extend imaging
capability slightly deeper, and diffusely scattered photons become dominant in bulk
tissue. This transition fundamentally limits the penetration depth and resolution of

optical imaging techniques.

A multitude of the individual scattering events described above combine to form
the aggregate scattering behaviour of the medium, which can be characterised using

a set of macroscopic optical parameters.

The scattering coefficient, L, quantifies the probability of a scattering event per
unit distance travelled by a photon and is typically measured in mm™!. It reflects

the density and cross-sectional area of scattering centres within the medium.

The scattering phase function, p(6, ), describes the angular probability distribu-
tion of a single scattering event, where 6 is the polar angle and v is the azimuthal
angle. To simplify this angular dependence, the anisotropy factor, g = (cos(6)),
is defined, which represents the average cosine of the scattering angle. This value

ranges from O (isotropic scattering) to 1 (pure forward scattering).

A commonly used derived quantity is the reduced scattering coefficient, pu! =
Ws(1 — g), which accounts for both the frequency and angular deviation of scatter-

ing events. It quantifies the rate at which photons lose their directionality.

These parameters also define characteristic length scales. For example, the transport
mean free path, /* = 1/u/, represents the average distance over which the direction
of photon propagation becomes fully randomised. This scale marks the transition

from quasi-ballistic to diffusive light transport.

2.1.2 Absorption theory

Absorption is the process by which the energy of an incident photon is transferred to

the medium, typically resulting in heat generation or photochemical effects. Unlike
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scattering, which redirects photons, absorption removes them from the propagating

light field.

In biological tissue, absorption occurs when photons interact with specific chro-
mophores - molecules or structures that have wavelength-dependent absorption
properties. Common chromophores include haemoglobin, water, melanin, and

lipids, each with distinct absorption spectra.

Once absorbed, the photon’s energy is dissipated through various pathways. Most
commonly, it is converted into heat. Alternatively, absorbed light can cause rapid
thermal expansion and generate an acoustic wave, as exploited in photoacoustic

imaging [4].

Sometimes, absorbed photons can lead to fluorescence, where a molecule re-emits
part of the absorbed energy as light. In this case, the molecule is excited to a higher
electronic state and then relaxes to a lower state by emitting a photon at a longer
wavelength. Unlike scattering, this is a two-step absorption—emission process, typ-

ically with a characteristic delay and loss of coherence.

The extent of absorption is characterised by the absorption coefficient, u,, which
describes the probability of photon absorption per unit length of propagation. Ab-
sorption contributes directly to attenuation of the optical field and defines key

imaging parameters such as contrast and signal decay with depth.

2.1.3 Inimical effects of scattering

The scattering of light within biological tissue imposes fundamental constraints on
both the penetration depth and spatial resolution of optical imaging techniques. As
light propagates, its interaction with microscopic refractive index inhomogeneities
causes repeated scattering events that rapidly degrade spatial coherence. This
presents a trade-off: modalities that achieve high spatial resolution are restricted

to shallow depths, while those capable of imaging deeper into tissue have a lower
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resolution. This compromise is illustrated in Figure 2.2, which plots the resolution

and penetration depth of various biomedical imaging methods.
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Figure 2.2: Trade-off between penetration depth and resolution for various optical imag-
ing modalities. Modalities with higher spatial resolution typically suffer from
limited imaging depths due to scattering, while those capable of deeper imag-
ing often compromise on resolution. Imaging modalities featured are stimu-
lated emission depletion (STED) [23], photoactivated localisation microscopy
(PALM) [24], structured illumination microscopy (SIM) [25], super-resolution
optical fluctuation imaging (SOFI) [26], confocal microscopy [27], two-photon
fluorescence microscopy (2PFM) [28], optical coherence tomography OCT [3],
optical coherence microscopy (OCM) [29]; diffuse optical tomography (DOT)
[30], photoacoustic tomography (PAT) [4]. Adapted from Gigan [31].

Techniques that operate within the quasi-ballistic regime, typically less than a
few transport mean free paths (1-2 mm in most soft tissues), include confocal mi-
croscopy [27], 2PFEM [28], OCT [3] and the various super-resolution microscopy
techniques (some of which can be found in Figure 2.2). These modalities rely on the
detection of ballistic or snake photons that have experienced minimal scattering and
thus retain directional and phase information necessary for high-resolution image
formation. However, because unscattered photons are rapidly attenuated, the depth

range of such methods is limited.
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Beyond this superficial layer, photons undergo multiple scattering events, and
the light field becomes increasingly diffuse. To image at greater depths, other
modalities such as DOT [30] and PAT [4] make direct or indirect measurements
of the intensity of the scattered light. For example, DOT directly measures highly
scattered diffuse light and compares measurements to a photon transport model
based on the diffusion equation to create tomographic maps of the tissue’s optical
properties [30]. On the other hand, PA techniques measure a pressure wave that is
generated when absorbed light causes rapid thermal expansion in tissue [4]. These
methods extend the penetration depth to centimetre scales; however, the loss of

spatial coherence means these systems cannot directly resolve fine structures.

Scattering also imposes significant constraints on therapeutic modalities that rely
on the targeted delivery of light. In photodynamic therapy, for instance, light must
activate photosensitising agents within tumours, but scattering severely limits the
fluence at depth, reducing efficacy [5, 32]. Similarly, in optogenetics, where pre-
cise light delivery is needed to stimulate neurons, scattering limits selectivity and

necessitates invasive light delivery (e.g. endoscopes) [6, 18, 33].

To overcome these penetration and resolution limitations, researchers have ex-
plored methods to reverse or exploit scattering. One such approach is WES, which
modulates the spatial phase and/or amplitude of the incident light such that the
scattered light constructively interferes to form a focus within or beyond a turbid

medium.

2.2 Wavefront shaping

2.2.1 Fundamentals of wavefront shaping

Light propagating through biological tissue is scattered, resulting in a loss of co-
herence and a decrease in intensity as a function of depth [20]. As established in

Chapter 2.1, the aggregate scattering behaviour of propagating light is the result
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of a multitude of individual scattering events, each caused by naturally occurring
refractive index inhomogeneities within tissue. These scattering events and the
resulting interference are deterministic, and can be controlled to shape light inside
the tissue for beneficial purposes, as shown in Figure 2.3. This process of shaping
light is known as wavefront shaping (WFS). With WES, it is possible to compensate

for the inimical effects of scattering discussed in Section 2.1.3.
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Figure 2.3: Illustration of light shaping in biological tissue. Consider a therapeutic or imag-
ing target located over a transport mean free path deep. Unshaped incident light
is scattered by refractive index inhomogeneities in the tissue, resulting in loss
of coherence and low intensity across the target region. In contrast, shaped in-
cident light is engineered to compensate for scattering, allowing constructive
interference at the target region, generating an optical focus.
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To control the propagation of light through biological tissue, WFS modulates the
phase and/or amplitude of the incident light. As shown in Figure 2.3, this process
involves shaping the wavefront such that the scattered light constructively interferes
at a target location. In practice, this is achieved using programmable devices such
as spatial light modulators (SLMs) or digital micromirror devices (DMDs), which
impose specific phase delays (or amplitude variations) across the incident light’s

spatial profile.

There are several approaches to determining the appropriate wavefront modula-
tion. These can be broadly categorised into four main strategies: iterative, digital
optical phase conjugation (DOPC), transmission matrix (TM), and model-based

methods.

2.2.1.1 Iterative methods

Iterative methods shape a wavefront gradually using feedback mechanisms. For ex-
ample, to generate an optical focus, a feedback-based system might iterate through
each element on an SLM, shifting the phase between 0 and 27 while measuring
the resultant intensity at a target region [7]. Such a setup is shown in Figure 2.4.
Other, more sophisticated, techniques and algorithms for iteratively optimising the

incident field exist, and will be covered in Section 2.2.3.

The first demonstration of WFS was achieved in 2007 by Vellekoop and Mosk
[7]. They directly measured intensity across a plane of scattered light behind a tur-
bid titanium dioxide phantom. They showed that by iteratively adjusting an SLM, it
was possible to focus scattered light into a defined target region [7]. This feedback-

based wavefront optimisation produced a focal spot over 1000 times brighter than

the diffuse background [7].

Direct intensity measurements are straightforward when shaping through a tur-

bid medium with accessible output planes: the focal plane can be projected directly
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Figure 2.4: Illustration of iterative WFS to generate an optical focus through a scattering
medium. A light modulator (e.g. an SLM or DMD) is used to shape the incident
light field. The particular spatial modulation (e.g. the phase and/or amplitude
mask) is optimised using iterative feedback from the imaging plane and an
associated algorithm. The optimised light field can generate an optical focus
behind the medium at a desired target.

onto a charge-coupled device (CCD) [34]. However, when generating a focus inside
a scattering medium, direct measurement becomes impossible. Instead, guidestar-

based methods must be employed to estimate the focus indirectly [35].
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Guidestars provide an indirect measurement of the field inside a scattering medium.
For example, consider a nanoscale fluorescent bead embedded within a turbid
medium. The bead is illuminated by a light field that can be spatially modulated.
Initially, only scattered light reaches the bead, producing a weak but detectable flu-
orescent signal. Modulating the wavefront of the incident light and measuring the
resultant change in intensity of the fluorescent signal provides an indirect measure

of how effectively incident light is being focused onto the bead [36].

Guidestars do not have to be physical beads - non-invasive alternatives include
measuring the strength of the ultrasond signal generated via the photoacoustic

effect [37], or detecting a two-photon fluorescence signal [38].

2.2.1.2 Digital optical phase conjugation (DOPC)

The second major approach is digital optical phase conjugation (DOPC), which
exploits the time-reversibility of scattering. Since scattering in biological tissue
is deterministic, the phase conjugate of a scattered wave retraces its original path,

refocusing at its source [39].

To perform DOPC, the scattered light originating from a guidestar (e.g., a fluo-
rescent source inside the medium) is recorded using interferometry. The phase-
conjugated version of this wavefront is then reconstructed using an SLM to reintro-

duce the light field in reverse, effectively refocusing the beam.

Like iterative methods, DOPC requires guidestars to generate measurable scat-
tered fields. These can largely be physical or virtual in nature. Examples of
physical guidestarts include fluorescent beads [40], nonlinear nanoparticles [41], or
magnetic particles [42]. Examples of virtual guidestarts include ultrasound-tagged

photons [43], photoacoustic emissions [37], or two-photon fluorescent signals [38].
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2.2.1.3 Transmission matrix approaches

The third method to optimising incident light fields is called the transmission matrix
(TM) approach, and was introduced by Popoff ef al. in 2010 [44]. The TM method
creates a linear mapping between the input incident light field and the output (see
Section 2.2.2 for TM theory). Determining the TM makes it possible to determin-
istically calculate the correct spatial modulation of the incident light to generate a
desired output field. For example, it can be used to transmit entire images through

scattering layers [45].

Calculation of this TM is fairly slow, but once determined, it means further lin-
ear mappings between desired output fields and optimised input fields require no
laborious iterative optimisation. Note that the scattering medium must be static -

dynamic movement causes the transmission matrix to change.

2.2.1.4 Model-based method

Recent advances in computational optics have led to the emergence of new methods
for optimising incident wavefronts. These techniques can be termed model-based
methods, as they rely on an a priori understanding of the physics of light propaga-

tion through the scattering medium.

Conventional iterative approaches and DOPC rely on direct feedback or guidestar
measurements to focus light into a given target - ultimately, some signal must be
directly or indirectly measured. Measuring this signal can be challenging, requiring
careful calibration of the detector, constraints on the location and stability of the
guidestar, and often invasive access to the target region. In vivo, these requirements
can be difficult to satisfy. Model-based methods have the potential to circumvent
some of these limitations by constructing a in silico duplicate of the scattering sys-
tem. This model can then be used to computationally compute the input wavefront
that will produce a desired focus or image, rather than searching for it iteratively

using feedback.
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Early model-based approaches employed data-driven machine learning, treating
the medium as a black box. Neural networks were trained to infer the correct wave-
front modulation from measured speckle patterns or target locations. For instance,
Li et al. and Turpin et al. used speckle patterns as training data to construct con-
volutional neural networks able to reconstruct images through a scattering medium
[46, 47]. While effective under stable conditions, these early methods typically
required large training datasets tailored to each specific medium and, as such, were

not particularly generalisable.

To improve generalisability, recent methods have aimed to model the propaga-
tion of light more rigorously. For example, D’ Arco et al. built a “physics-based”
neural network whose layers and connectivity are designed to mimic scattering
within an optical system [48]. Meanwhile, Thendiyammal ez al. do not use deep
learning - instead using a beam propagation method to simulate light propagation.
They demonstrate a 2x improvement in the two-photon fluorescence signal detected

at depth compared to non-model-based WFS methods [48].

2.2.2 Transmission matrix theory

WES is ultimately a linear optical phenomenon, and consequently can be con-
structed using a simple matrix formalisation [34], relating the incident field (Ej,)

to the transmitted scattered field (Eqy) through the transmission matrix, T:

Eout =T- Ein (2-1)

An arbitrarily complex input field can be decomposed into a series of input modes,
which are orthogonal spatial components of the incident wavefront (e.g., elements
on a spatial light modulator). Conversely, output modes can be defined to spatially
discretise the transmitted scattered light (e.g., pixels captured on an imaging sys-
tem). Therefore, the transmission matrix can be considered a characterisation of the
scattering behaviour of a given system, describing the linear transformation from

input modes to output modes - each element of the transmission matrix represents
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the complex amplitude coupling between an input mode and an output mode.

2.2.3 Optimisation of input modes

As previously mentioned, iterative WFS methods rely on feedback-based algo-
rithms to optimise the incident wavefront [49]. Several optimisation algorithms

have been developed for this purpose.

The stepwise sequential algorithm modulates each element independently and
stores the modulation that results in the largest increase in intensity. This process is
guaranteed to find the optimal phase or amplitude map, though it is computationally

slow and sensitive to noise [50, 51].

Partition-based methods improve convergence speed by randomly selecting and
simultaneously modulating subsets of elements. This parallel modulation results

in faster initial intensity growth but typically plateaus as iterations increase [49, 51].

Genetic algorithms take a stochastic approach, generating and evaluating random
phase and/or amplitude maps. The best-performing maps are linearly combined and
mutated (meaning some elements are randomly altered). The process is repeated
iteratively. Genetic algorithms tend to converge quickly and are highly resistant to

noise, though they do not guarantee a global optimum [52, 51].

2.2.4 Applications of wavefront shaping

WES allows for deeper coherent light penetration into tissue, and as such has the
potential to directly benefit many biomedical imaging and treatment modalities. The

following section summarises notable applications of WFS.

2.2.4.1 Photoacoustic Imaging

Photoacoustic imaging (PAI) relies on pulsed laser light to generate ultrasonic
waves via the photoacoustic effect. These waves are detected by surface transduc-
ers and used to form an image [53]. PAI relies on endogenous chromophores to

generate the photoacoustic signal, and as such has high contrast and specificity.
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The two primary forms of PAI include photoacoustic tomography (PAT) and pho-
toacoustic microscopy (PAM) [54, 4]. PAT uses wide field illumination and array
detection for deep tissue imaging, and PAM uses focused light for high-resolution

imaging of superficial structures.

WES can extend the imaging depth by generating optical foci within scattering
tissue, thereby improving the resolution and signal-to-noise ratio (SNR) of PA im-
ages [9]. Lai et al. utilised the Grueneisen memory effect to surpass the acoustic
diffraction limit [55], while Conkey et al. demonstrated high-resolution imaging
of biological structures using sub-diffraction limited focusing [9]. Chaigne et al.
approached focus generation by measuring the PA transmission matrix, enabling

multi-output optimisation without iterative feedback [56, 57].

2.2.4.2  Optical Coherence Tomography
Optical coherence tomography (OCT) provides high-resolution (< 10 um) images
by detecting singly backscattered light via low-coherence interferometry [3, 58].

However, multiple scattering events reduce penetration and contrast [59].

By shaping the incident light, WFS can refocus multiply scattered light to con-
structively interfere at depth, enhancing both the SNR and imaging depth [60]. Yu
et al. demonstrated this in both fibrin phantoms and biological tissues [61]. Kim et
al. later performed a computational simulation of WFS-enhanced OCT using the

FDTD method, demonstrating increased resolution and penetration depth [62].

2.2.4.3 Light Sheet Fluorescence Microscopy
Light sheet fluorescence microscopy (LSFM) illuminates samples with a thin planar
sheet of light perpendicular to the detection axis [63]. This orthogonal illumination

improves contrast by reducing background excitation [64].

WES can be used to correct aberrations and refocus scattered light into a uni-
form sheet, thus maintaining sectioning quality. Dalgarno et al. demonstrated this

with an SLM, dynamically switching between Gaussian and Bessel beam illumi-
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nation [65]. Similarly, Schneider ef al. used an optimisation algorithm to create a

robust light sheet through a turbid medium [66].

2.2.4.4 Endoscopic Imaging

Endoscopic imaging employs fibre bundles for minimally invasive access to internal
tissue [67]. While single-mode fibres retain imaging capabilities, multimode fibres

scramble the light, producing speckle patterns [18].

WES can reverse this scrambling, allowing imaging through multimode fibres.
Papadopoulos ef al. initially achieved focusing using optical phase conjugation
[68], later extending this to image transfer [69]. Optimisation-based methods have
been proposed to overcome the limitations of phase conjugation in dynamic sce-
narios [70]. This technique has been coupled with photoacoustic imaging to enable

endoscopic photoacoustic tomography [71].

2.2.4.5 Photodynamic Therapy

Photodynamic therapy (PDT) uses light to activate photosensitising agents that
produce cytotoxic radicals for targeted cancer treatment [5, 32]. However, tissue

scattering confines treatment to superficial depths.

WES offers a solution by generating deep optical foci to activate these agents
non-invasively. Efforts to improve SLM speed [72] and algorithm performance [52]

aim to enable real-time focus generation in dynamic tissue environments [73].

2.2.4.6 Optogenetics

Optogenetics modulates neural activity using light-sensitive ion channels, allowing
precise control of individual neurons [74, 75]. This helps researchers map neural

connections in vivo.

WES facilitates cell-specific stimulation by focusing light through scattering tis-
sue. Yoon et al. demonstrated optogenetic control through the intact mouse skull,

eliminating the need for invasive probes and minimising tissue damage [18].
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2.2.4.7 Optical Tweezing

Optical tweezers trap and manipulate microscopic particles using a tightly focused

laser beam [76].

WES can tailor the phase profile of the trapping beam, increasing trap stiffness
and improving manipulation. Taylor ef al. enhanced optical traps using phase

modulation and later improved the optimisation speed [77, 78].

2.2.4.8 Super-Resolution Lenses

Conventional optics are diffraction-limited in resolution, typically constrained to
about half the wavelength of light used [79]. Super-resolution techniques aim to

overcome this barrier and allow imaging of sub-wavelength structures.

WES can create sub-diffraction-limited foci using shaped beams transmitted
through scattering media, termed “scattering super-lenses” [80]. Vellekoop and
Park both demonstrated such lenses using nanoparticle-based turbid layers [81, 80],

offering an alternative to other super-resolution approaches.

2.2.4.9 Cryptography

Turbid media can function as physically unclonable cryptographic keys due to their

inherent complexity [82].

WES enhances this by further increasing complexity or decrypting such systems.
Goorden et al. used two SLMs and a low-photon-count beam to create a quantum-
secure key, immune to emulation attacks [83, 84]. Conversely, Liao et al. demon-
strated that WEFS could be used to iteratively decrypt optical keys without prior

system characterisation [85].

2.2.4.10 Signal Transmission

Free-space optical (FSO) systems offer high-bandwidth wireless communication

alternatives but suffer from line-of-sight and atmospheric constraints [86].
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WES can redirect optical beams via shaped reflections to overcome these limita-
tions. Kaina and Najafi proposed using SLMs as adaptive reflectors for microwave
and infrared beams, respectively [87, 88]. Cao et al. extended this by integrat-
ing the SLM into the transmitter itself, though the approach remains limited by

optimisation speed [12].

2.2.5 Limitations and challenges of wavefront shaping

As Section 2.2.4 demonstrates, WFES is a promising technique with a wide range
of applications. However, significant challenges remain that limit its application,

particularly in biological tissues.

One major limitation arises from the dynamic nature of biological tissue. Small-
scale motion and thermal fluctuation can cause decorrelation of the scattering
medium, significantly reducing the time during which an optimised wavefront
remains valid. Typically, this decorrelation time is on the order of 0.1-10 millisec-
onds [89]. As WFS methods often require thousands of measurements or iterations,

this time constraint severely limits the depth and stability of optical focusing in vivo.

Technical constraints also limit the real-world performance of WES systems. The
number of independently controllable input modes is determined by the spatial
resolution of the wavefront modulator. Meanwhile, the number of independently
resolvable output modes is governed by the spatial resolution of the feedback mech-
anism, such as a CCD camera or PA detector. As enhancement scales with the ratio
of input to output modes (N /M), the achievable focal intensity is often limited by

system design (e.g. the necessity of a guidestar with a fixed resolution).

Experimental investigation of WFS is also limited by what can be measured. It
is not possible to directly evaluate the amplitude and phase of the field inside a scat-
tering medium. Instead, researchers must rely on indirect feedback mechanisms -
guidestars such as fluorescent or PA signals. These mechanisms offer only partial

information and cannot fully characterise how light propagates inside tissue. This
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limitation makes it difficult to study fundamental questions about focus formation,

or the spatial structure of speckle patterns.

There is a growing consensus that better modelling is needed. A recent roadmap on
WES explicitly highlights the development of fast and accurate light propagation

simulations as a critical challenge in the field [90].

2.3 Computational modelling of wavefront shaping

2.3.1 Advantages of computational modelling

Experimental investigation of WFS and related coherent phenomena can be comple-
mented by computational approaches. This is because computational models have

the following advantages:

* Access to internal fields: Computational models can evaluate both amplitude

and phase inside a scattering medium.

* Complete control over optical properties: The geometry, refractive index,

and spatial distribution of scatterers can be precisely defined.

* High reproducibility: Simulations are deterministic and repeatable, allow-

ing exploration of parameters without noise or variability.

* Isolation of effects: Individual factors (e.g. anisotropy, depth, speckle size,

detector resolution) can be independently varied and studied in isolation.

As a consequence, applying computational methods to model coherent phenomena

such as WES could be used to:

Improve existing model-based wavefront shaping techniques: Thendiyammal et
al. have demonstrated increased light penetration of model-based wavefront-shaped
light, but their technique has only been applied to microscopy where scattering
is weak [91]. This is due to the physically unrealistic beam propagation method

they employ for modelling light propagation [91]. The research group intends to
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implement a more physically rigorous model they have developed [92], as explained

in a recent roadmap [90].

Directly observe light propagation inside scattering media: Experimental meth-
ods rely on indirect feedback (e.g., guidestars) and cannot measure the optical field
inside the medium [35]. Computational models can directly evaluate amplitude
and phase at arbitrary points within the medium, allowing for detailed analysis of
speckle formation and focus evolution. One application of this is the study of open
scattering channels - special input modes that lead to high transmission through
turbid media [93, 16]. These channels are theoretically predicted to exist but are
difficult to research experimentally, as they require full knowledge of the transmis-

sion matrix and internal fields.

Test the effect of changing tissue properties: The optical properties of biological
tissue govern the aggregate statistical behaviour of light propagation. Computa-
tional methods allow precise control over these properties, as well as simulation
geometry. One application of computational modelling would be for investigating
the memory effect, which refers to the persistence of correlations in the scattered
light when the input wavefront is tilted or translated [94, 95]. Angular memory
correlations have been used to image through scattering layers [96], but the range
over which these correlations persist is very narrow. It has been theorised that the
angular memory range is expected to be higher in biological tissue, which is highly
anisotropic [97]. Moreover, it has been discovered that new shift memory effects
have been measured in tissue [98]. Existing phase mask simulations of memory
correlations do not model the propagation of light rigorously, and underestimate
memory effect ranges [97]. It is believed that more physically rigorous simulations
of light propagation might be able to model the underlying physics more accurately,

and better match theory [99].

Compare shaping algorithms under identical conditions: Experimental studies
of WES are affected by noise, motion artefacts, thermal drift, etc. In contrast, com-
putational models can isolate these effects as desired. By doing so, it becomes pos-

sible to investigate WFS phenomena such as the performance of various shaping
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algorithms. For example, Fayyaz et al. used simple random phase screen models
to [100, 51] quantify how five different WFS algorithms were able to generate an
optical focus through turbid media, creating plots of focus enhancement vs iteration
count. They were then able to add noise to the model, investigating the resilience of
each algorithm to noisy data. However, simple models of light propagation might
not work on the newer physics and/or deep learning-based techniques to generate a

focus (see Section 2.2.1.4).

Evaluate performance limits under ideal conditions: Computational models al-
low researchers to simulate WES under idealised conditions that are difficult or
impossible to achieve experimentally. For example, Yang et al. used an angular
spectrum-based random phase screen model to simulate DOPC through scattering
media [91]. They investigated how the peak-to-background ratio of the resulting
optical focus depends on the SNR of the detection camera. This work demon-
strates how computational modelling can define practical limits for experimental
WES systems, such as required detector performance. While the model used was
not physically rigorous, more advanced full-wave simulations could extend these

investigations to include realistic tissue-like scattering.

Having established the value of computational modelling for investigating WFS
and related coherent phenomena, the remainder of the chapter discusses the theory
and design of models of WFS and light propagation. This begins with an evaluation

of the existing attempts to model WFS.

2.3.2 Existing attempts to model wavefront shaping

Existing computational models are limited in either efficiency or accuracy, and
while viable at answering particular research questions, they may struggle when

applied to others.

For example, coherent Monte Carlo has been used to render speckle and investigate
correlations through turbid media [101]. Likewise, random phase screens have been

used to investigate how imaging system parameters affect the peak-to-background
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ratio of a generated focus [102]. However, neither method rigorously models tur-
bid media, relying either on second-order statistical descriptions of the medium
to describe light propagation or confining scattering to discrete two-dimensional
planes. It is difficult to quantify the impact of these simplifications as propagating
light fields cannot be visualised experimentally. Instead, derived metrics are used
to describe both the medium (optical properties) and light propagation (speckle
statistics). Therefore, simplified models of light propagation may be unreliable at
modelling coherent phenomena that are heavily reliant on complex interference

interactions through a medium, such as WFES or internal speckle analysis.

Conversely, the full-wave FDTD method has been used to explore how WES could
increase the penetration depth of OCT [62]. The FDTD method is physically rig-
orous but computationally inefficient, and as such has been applied to model an
imaging modality that operates at a depth of a few hundred microns. Moreover, at
these depths (less than a transport mean free path), it is unlikely that true WES is
required to generate a focus; instead, adaptive optics can be used to correct aberra-

tion in a focused beam.

Ultimately, there remains a challenge to rigorously simulate coherent visible and
NIR light propagation through “tissue-like” media of specific optical properties to

model light focusing or speckle correlations.
2.3.3 Methods of modelling biological tissue

2.3.3.1 What makes a model “tissue-like”?

Scattering in biological tissue arises from microscopic inhomogeneities in the re-
fractive index, such as cell membranes, organelles, and extracellular structures (see
Section 2.1). In principle, the most physically rigorous way to model light propaga-
tion through tissue would be to use a complete three-dimensional volumetric map
of the refractive index distribution. However, despite recent advances such as using
neural fields to generate volumetric refractive index maps [103], generating such

maps with sufficient resolution and accuracy remains challenging. Consequently,
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it is necessary to develop generalisable models of tissue that do not rely on exact
structural data but can still reproduce the aggregate scattering behaviour observed

in biological media.

However, by what standard is it possible to claim a model is sufficiently “fissue-
like”? To this end, 10 key criteria have been identified to help define how accurate

amodel is at representing biological tissue. These criteria can be seen in Figure 2.5.
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Figure 2.5: Radar plot template for evaluating the “tissue-likeness” of computational mod-
els across multiple optical dimensions. Each axis represents a distinct physical
property relevant to light—tissue interaction. This plot can be used to assess
how well a given model captures key features such as scattering, absorption,
structural organisation, and dynamic behaviour.

The definitions for these criteria are stated below:
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* Scattering coefficient
— What it is: Describes how frequently light is scattered per unit distance
in a medium.

— Why it matters: Essential for predicting how far light penetrates tissue

before becoming diffuse.
— How to assess: Model reproduces measured L values from experimen-
tal tissue data.
* Anisotropy
— What it is: Describes the average direction of scattering; g = 0 is
isotropic, g — 1 is forward-scattering.

— Why it matters: Strongly affects angular scattering distribution and

transport mean free path.
— How to assess: Model reproduces measured g values from experimental
tissue data.
* Absorption coefficient
— What it is: The amount of light absorbed per unit distance, typically due
to chromophores like haemoglobin or melanin.

— Why it matters: Essential for functional imaging, photoacoustics, and

determining fluence distribution in tissue.
— How to assess: Model reproduces measured (1, values from experimen-
tal tissue data.
* Wavelength dependence
— What it is: Variation of optical properties (U, U, and g) with wave-
length.

— Why it matters: Real tissue is dispersive and wavelength-selective; mul-

tispectral imaging requires this behaviour.
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— How to assess: Model reproduces known spectral behaviour over visible

and NIR range, consistent with empirical data.
* Structural correlations
— What it is: Spatial relationships between scatterers (e.g. clustering,
alignment, layering, size distributions).

— Why it matters: Influences speckle patterns, coherence phenomena.

Modelling inhomogeneous tissues.
— How to assess: Model captures realistic speckle statistics and spatial
autocorrelation observed in coherent imaging modalities.
* Polarisation effects
— What it is: Changes to the polarisation state of light as it propagates
through tissue (e.g. depolarisation, birefringence).

— Why it matters: Important for polarisation sensitive OCT and polarimet-

ric sensing.
— How to assess: Model retains or depolarises polarised light in a way
consistent with tissue-specific measurements.
* Fluorescence
— What it is: Light emission from fluorophores in response to absorption
of the incident light.

— Why it matters: Contrast mechanism in fluorescence microscopy and

molecular imaging. Potential guidestar.

— How to assess: Model includes realistic fluorophore distributions with

proper emission profiles.
* Temporal decorrelation

— What it is: Changes in the optical scattering environment over time, due

to motion, flow, etc.
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— Why it matters: Affects WFS focus stability, speckle correlation, and

time-resolved techniques like diffuse correlation spectroscopy.

— How to assess: Model produces realistic decorrelation timescales.

* Refractive index dispersion

— What it is: Wavelength-dependent variation in the refractive index

across the medium.

— Why it matters: Impacts chromatic aberrations, phase shifts, and coher-

ent interference in broadband systems.

— How to assess: Model applies realistic dispersion laws for biological

media.

* Nonlinear properties

— What it is: Optical response that depends nonlinearly on field, e.g. two-

photon excitation.

— Why it matters: Essential for simulating specific nonlinear imaging

modalities.

— How to assess: Model includes accurate nonlinear effects and interac-

tions.

Ultimately, the threshold for determining whether a model is sufficiently “tissue-
like” is not absolute, but rather depends on the specific research questions being
addressed. For example, studies investigating fluorescence or polarisation-resolved
imaging require models that accurately represent these optical phenomena. Con-
versely, if the aim is to investigate the development of speckle or memory effects,
structural correlation and anisotropy become more critical. The ten criteria outlined
above provide a systematic framework for evaluating the strengths and limitations
of different models. In the following section, this framework is applied to assess
several existing modelling approaches and define the requirements of a model suit-

able for investigating WFS.
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2.3.3.2 Random phase screens

One of the simplest representations of a scattering medium is the random phase
screen [104, 105]. In this model, the internal structure of biological tissue is ab-
stracted as a series of sequential two-dimensional planes of spatially varying phase
delays. These phase screens introduce randomised optical path differences that

generate speckle-like behaviour in the transmitted field.

The spacing between phase screens, and the spatial variation and distribution of
phase delays across each screen, is arbitrary and often generated using model
fitting. For example, Yang et al. tuned the standard deviation of refractive index
fluctuations in each phase screen layer to control the scattering strength [102]. They
did this by fitting the model to a desired transport mean free path by measuring the
decay of the ballistic component in the simulated k-space intensity distribution
[102]. The medium doesn’t have a true scattering coefficient and anisotropy, and

absorption is not modelled.

Random phase screens are used because they couple well with computationally
efficient light propagation simulations (see Section 2.3.5). As such, they are often
used to model speckle formation and focus generation [102], and memory effects
[106]. However, the model lacks physical realism and cannot be tuned to match the
bulk optical properties of real tissue, limiting the generalisability and constraining

what research questions can be answered.

2.3.3.3 Macroscale statistical models

A common approach to representing biological tissue is to treat it as a statistically
homogeneous medium described by bulk optical properties. In this representation,
the microscopic structure of the tissue is not modelled explicitly; instead, tissue
is characterised by parameters such as the scattering coefficient, anisotropy, and

absorption coefficient.

These parameters are measured experimentally and assumed to be broadly homo-
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geneous across the medium. These models are the basis of radiative transport and
diffusion models, including the Monte Carlo method [107]. In such computational
methods, bulk scattering is treated as probabilistic, rather than the deterministic
result of a multitude of individual scattering events arising from refractive index

inhomogeneities (see Section 2.1).

When evaluated against the previously established criteria, these models perform
well at matching u;, g, and u,. However, they lack any structural correlation, do not
support interference, and are unable to model polarisation, fluorescence, or decor-
relation. As such, they are well-suited for modelling energy transport and diffuse
optical imaging, but are limited in applications that depend on phase, like WFS.
The methods used to simulate light transport through such bulk-property domains

are discussed in Section 2.3.5.

2.3.3.4 Continuum model

In the continuum model, tissue is represented as a volumetric refractive index dis-
tribution discretised over a 3D simulation domain [108]. Scattering arises from
random fluctuations in the refractive index, which perturb the phase and direction
of incident light as it propagates through the medium. The spatial distribution of
these refractive index inhomogeneities (both in size and smoothness) describes the
macroscale nature of scattering inside the medium. For example, models based
on the Kolmogorov spectrum of frozen turbulence [109] can be used to generate

refractive index fields with realistic spatial structure.

Continuum models are particularly well suited to simulating large, inhomogeneous
domains, where gradual refractive index variations may better reflect the mesoscale
organisation of tissue compared to discrete models. Moreover, these models are
compatible with polarisation and coherence-sensitive simulations. This is because
they can be coupled with full-wave simulations of light propagation, as discussed

in Section 2.3.5.
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However, a key limitation is that the parameters defining the refractive index dis-
tribution (e.g., standard deviation, size) are not directly tied to macroscale tissue
optical properties, such as the scattering coefficient or anisotropy. Instead, these
domains must be carefully optimised, often through model fitting, to reproduce
biological tissue as a pseudorandom assembly of individual scattering particles,
typically spheres, although other axisymmetric geometries have been used. This
fitting process must be repeated if the simulation geometry is changed, and no con-

venient mapping exists between continuum parameters and optical measurements.

2.3.3.5 Discrete particle model

The discrete particle model represents biological tissue as a pseudorandom assem-
bly of individual scattering particles, typically spheres, although other axisymmetric
geometries have been used [110, 111]. Unlike continuum models, where refractive
index varies continuously, the discrete particle model assigns refractive indices to
each particle, and tunes bulk optical properties by varying the particle’s radii, re-

fractive index contrast, and spatial density [20].

A major advantage of this approach is that the parameters defining the domain
are analytically coupled to key optical properties (such as scattering coefficient and
anisotropy) via Mie theory [112]. This enables researchers to construct domains
with bespoke “fissue-like” scattering characteristics without iterative model fitting.
For this reason, discrete particle models have been widely used in the design of

physical phantoms that mimic biological tissue [113].

To more accurately represent the scattering behaviour of real tissue, particle size
distributions can be introduced in place of fixed radii. It has been shown that any
target scattering phase function can, in theory, be approximated by selecting an ap-
propriate distribution of particle sizes and refractive indices [114]. One well-known
implementation is the skewed log-normal distribution model proposed by Schmitt
and Kumar, which reproduces not only realistic values of u; and g, but also captures

their wavelength dependence [115].
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Evaluated against the criteria in Figure 2.5, discrete particle models perform well
at reproducing scattering and anisotropy, and can incorporate spectral dependence
by combining Mie theory with size and index dispersion [115]. They can also ap-
proximate structural correlation, depending on how particles are spatially arranged,
and are compatible with full-wave simulation methods that support polarisation and
coherent interference (see Section 2.3.5). Dynamic decorrelation can be simulated
by moving select particles - although model fitting is needed to relate this motion
to “tissue-like” decorrelations. However, discrete particle methods do not account
for fluorescence and may struggle to resolve microscale features in the biological

tissue.

2.3.4 Requirements of a model of biological tissue to simulate
wavefront shaping

A computational simulation of WFES is only as valid as the domain through which
light is propagated. Accurately modelling WFS and other coherent phenomena
requires that the simulation domain captures not only the appropriate scattering
statistics but also the underlying physics that govern coherent light—tissue interac-
tions. As discussed in Section 2.3.3, evaluation criteria for determining a model’s
“tissue-likeness” were created and multiple methods of representing biological tis-

sue were discussed.

To evaluate a given model, it must be decided which of the 10 evaluation crite-
ria are relevant. To do this, the research questions defined in Section 2.3.1 are
considered. E.g. how can computational modelling help WFS? Ultimately, this
model intends to simulate the formation and propagation of speckle, generate op-
tical foci inside and through bespoke scattering media, and evaluate focus quality

and enhancement. Therefore, the following requirements are defined:

1. The model must support the design of domains with bespoke optical prop-

erties, including a specified scattering coefficient L, and anisotropy factor g.
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Absorption can be neglected for now, as ;> U, (see Section 2.1). While this
thesis focuses on these properties, other applications may demand additional

characteristics, such as chirality, polarisability, or nonlinear effects.

2. To maintain physical realism, scattering within the domain must arise from
microscale refractive index inhomogeneities. Models that treat scattering sta-
tistically (e.g., through bulk transport parameters or phase functions) without
resolving the underlying structure are excluded. The goal is to enable a first-
principles treatment of light propagation where phase, interference, and local

field effects are preserved.

3. The model must allow for spatially unconstrained scattering. Refractive index
inhomogeneities must be distributed throughout the volume, rather than con-
fined to discrete interfaces or planes, so that volumetric scattering and focus

formation can be realistically simulated.

4. The model must be geometrically flexible. Although the computational bur-
den increases with complexity, the method must support domains of arbitrary
shape and size in principle, enabling simulations in heterogeneous geometries

where appropriate.

These criteria define our minimum level of physical rigour required for a model of

biological tissue to simulate WEFS.

2.3.5 Methods of modelling light propagation

Understanding the nature of light propagation through scattering media is a funda-
mental challenge in biomedical optics. A variety of numerical methods have been
developed to simulate this process, each with differing assumptions, computational
requirements, and physical rigour. These methods range from full-wave electro-
magnetic solvers that directly solve Maxwell’s equations, to statistical transport
models that track photon propagation stochastically, to simplified phase screen ap-

proaches that approximate light scattering through thin layers.
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The choice of computational method depends strongly on the simulation domain
(see Section 2.3.3). Not every computational method is compatible with every
domain. Other considerations can also be related to Figure 2.5, namely, how physi-
cally rigorous must the overall model be to answer the desired research questions?
Full-wave methods are typically required when coherent effects such as interfer-
ence, speckle formation, or phase conjugation are important. In contrast, statistical
or transport-based models are better suited for simulating diffuse light transport in

large volumes, where individual scattering events are not resolvable.

This section provides an overview of the main modelling approaches used to simu-

late light propagation through biological tissue.

2.3.5.1 FDTD, FEM and BEM

The finite-difference time-domain (FDTD) method, the finite element method
(FEM), and the boundary element method (BEM) [116] are all rigorous full-wave
solvers that directly solve Maxwell’s equations [116]. Given sufficient computa-
tional resources, these methods could, in principle, model infinitely large continuum
and discrete particle systems. While highly accurate and generalisable, these meth-

ods differ in how they discretise space and manage computational resources.

FDTD discretises space and time using Yee cells and solves the equations explicitly
in time [117, 118]. The method scales linearly with grid size [119]. Techniques
such as perfectly matched layers have been developed, allowing the simulation to
absorb outgoing waves without reflection [120]. However, FDTD requires a fine
grid resolution - typically 8-16 cells per wavelength [121]. This makes it pro-
hibitively computationally expensive to simulate light propagation through larger
domains at visible and NIR wavelengths. However, pseudospectral methods some-
what circumvent this constraint, requiring only two cells per wavelength [122].
As Yee cells are cubic, they perform poorly when representing curved geometries,

limiting their applicability to discrete particle models [123].
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The FEM offers an alternative approach. It works by subdividing the computational
domain into arbitrarily shaped finite elements, such as tetrahedra or pyramids, and
solving the governing equations by minimising the weighted residuals across each
element [124]. The FEM is better suited to handle complex geometries using un-
structured meshing [125]. FEM is typically formulated in the frequency domain,
although time-domain formulations do exist [124]. Unlike FDTD, FEM gener-
ally produces a system of linear equations that must be solved, which increases
computational complexity. FEM is also more readily integrated with other physics
solvers (e.g., thermal or mechanical models), making it attractive for multiphysics

applications.

In contrast to both FDTD and FEM, the BEM is an integral method that solves
Maxwell’s equations on the surface of the computational domain rather than
throughout the entire volume [126]. This surface-only discretisation makes BEM
highly efficient for homogeneous domains with simple internal structure and low
surface-area-to-volume ratios (e.g. simulating antennae) [119]. However, the BEM
is poorly suited for modelling complex, inhomogeneous volumes such as biological

tissue.

These full-wave methods prioritise physical rigour over computational efficiency.

This restricts their practical application to small domains or idealised problems.

2.3.5.2 T-matrix method

The T-matrix method is an extension of classical Mie theory, enabling the simula-
tion of light scattering from a collection of spherical particles [127]. While Mie
theory describes the scattering of a plane wave by a single sphere, the T-matrix
method generalises this to multiple scatterers by accounting for the interactions
between each sphere [127]. The method can also be adapted to accommodate non-

spherical particles [111].

The central idea of the T-matrix method is that the total electromagnetic field
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within the domain can be expressed as a superposition of the incident field and the
fields scattered by all other particles. This leads to a system of linear equations that
describes the mutual scattering interactions between particles [128]. This system
of linear equations can be solved directly for small systems (e.g. LU decomposi-
tion) or using iterative methods (e.g., generalised minimal residual (GMRES) or
the biconjugate gradient stabilised method (BiCGSTAB)) for larger systems. Pre-
conditioners [129] or fast multipole techniques [130] can be used to accelerate this

solution.

The T-matrix method has several important advantages over other full-wave solvers.
The majority of the computation is analytical (Mie theory), which enables high
numerical accuracy [131]. Moreover, the method only requires solving for the
unknown coefficients on the surfaces of the particles. The space between spheres
does not need to be simulated, resulting in reduced memory usage and lower CPU

demand compared to volume-discretisation methods like FDTD or FEM [132].

Another valuable property of the T-matrix approach for WFS applications is that the
solved T-matrix for a given domain remains valid for any incident field. This means
that arbitrary wavefronts can be simulated without recomputing the domain-specific
scattering matrices, enabling efficient evaluation of multiple input modes and inci-
dent directions [131]. This makes the T-matrix method especially well-suited for

studying focus formation and optimisation in static scattering domains.

2.3.5.3 Monte Carlo method

Unlike full-wave solvers, which construct optical properties from the geometry and
refractive index of individual scatterers, the Monte Carlo method takes a statistical
approach by modelling light transport through bulk optical properties [107]. Rather
than solving Maxwell’s equations, the Monte Carlo method estimates the macro-
scopic behaviour of photons propagating through a medium using probabilistic

rules.
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In a typical Monte Carlo simulation, photon packets are launched into a scattering
medium. Each photon propagates a random distance, determined by the extinction
coefficient, before undergoing an interaction. Here, the photon may be partially ab-
sorbed and scattered into a new direction [133]. This process is repeated iteratively
until the photon is either absorbed completely or exits the domain. By tracking a
large number of photon paths, it becomes possible to estimate the transmission of

light through scattering media.

Conventional Monte Carlo methods do not capture interference or coherence ef-
fects. Because the scattering medium is treated statistically and not resolved at the
microscale, phenomena such as speckle formation, coherent backscattering, and

WES cannot be simulated.

To address this limitation, Bar et al. proposed a Monte Carlo framework capable of
synthesising speckle patterns based on statistical speckle correlations [101]. Their
method allows for the generation of speckle patterns and can reproduce memory
effects, all while remaining significantly faster than full-wave techniques. While
this method provides a useful approximation, it lacks a direct physical connection to
the underlying microstructure and the distribution of refractive indices. As a result,
there is a risk that the method may not generalise to scenarios where the statistical

model deviates from actual in vivo scattering behaviour.

2.3.5.4 The angular spectrum method

The angular spectrum method simulates light propagation by decomposing an in-
cident wavefront into a spectrum of plane waves using a Fourier transform [134].
Each plane wave component is then independently propagated through space. An
inverse Fourier transform is subsequently applied to reconstruct the light field at
a given propagation depth [134]. This sequence of Fourier and inverse Fourier
transforms allows the method to model free-space propagation and diffraction with

high computational efficiency.
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When a refractive index variation is introduced into the medium, each plane wave
accumulates a different phase shift as it propagates. Over multiple steps, these
phase shifts interfere to produce a speckle pattern. This behaviour has been used
to simulate scattering through “tissue-like” media, including large domains up to 8

mm thick [102].

However, the method does not simulate scattering in a physically realistic man-
ner. Rather than deriving scattering from microstructural refractive index inho-
mogeneities, refractive index variations are introduced statistically across a plane.
These spatially varying indices are usually defined by sampling from a Gaussian
distribution and model fitting. For example, the standard deviation of this distri-
bution is optimised such that the propagation of light resembles light propagating
a transport mean free path [102]. This model fitting is not directly tied to physical
structure or any actual refractive index distributions. Instead, it is determined by
angular spectrum-specific design parameters such as the spacing between propaga-

tion planes and the discretisation used in the Fourier transforms.

As a result, while the angular spectrum method can model scattering and WFS
in large domains, it does so by sacrificing physical rigour. This limits its applicabil-

ity in studies requiring accurate phase interactions or structural correlations.

2.3.5.5 Modified Born series

The Modified Born Series (MBS) is a frequency-domain method for solving the in-
homogeneous Helmholtz equation, designed to simulate light propagation through
large, strongly scattering media [92]. Unlike finite-difference methods, MBS uses

a Fourier-based approach that avoids numerical dispersion and converges rapidly.

However, the MBS only simulates scalar fields and does not account for vectorial
effects such as polarisation. Work on the MBS is still ongoing, and recent devel-
opments have dramatically lowered the memory requirements of the simulation by

decomposing the problem over smaller sub-domains [135].
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2.3.6 Requirements of a model of light propagation to simulate
wavefront shaping

There is a need to develop a computational model for WES that is accurate,
tractable, and efficient, combining the best qualities of full-wave and ansatz mod-
elling approaches. Such a model of WES would be directly useful for model-based
wavefront shaping [91], but could also be used to answer fundamental questions
about the nature of WFS, such as limitations of generating optical foci or visualisa-

tion of shaped fields inside turbid media (see Section 2.3.1).

To answer such questions in deep tissues, a model of WFS must have particu-
lar design requirements. First, such a model should respect the wave nature of
light by preserving phase, considering WFS is an interference-based phenomenon.
Similarly, light propagation should be simulated rigorously, acknowledging that
macroscale scattering behaviour is a result of microscale refractive index inhomo-
geneities. To ensure generalisability, the model should be capable of representing
arbitrary scattering media. Moreover, this computational method should also be ca-
pable of efficiently modelling large volumes, allowing simulations at depths equal
to or exceeding the transport mean free path of a medium of interest. This is the
limit where light propagation becomes diffuse, and WFS holds the greatest potential

benefit to biomedical imaging.

2.4 Chapter summary

As defined in Section 1.3, the broad aim of this thesis is to construct a new com-
putational framework for simulating coherent light propagation through bespoke
scattering media (including biological tissue) and then using this framework to

model WFS.

To this end, this chapter began with a discussion on the nature of light propa-
gation through biological tissue. The theory used to quantify the optical properties

of tissue was described and defined for a generic tissue. The deleterious effects of
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scattering were then discussed. This led to a discussion on a promising method to
mitigate the effects of scattering - WFS. The theory of WFES was reviewed, as well

as the applications and challenges of the method.

The computational modelling of WES was then discussed. This required first defin-
ing the methods of representing biological tissue in silico, and the requirements of
the model used to construct the proposed computational framework. Similarly, ex-
isting computational methods of modelling light propagation were also discussed.
A literature review was undertaken on the existing attempts to model WFES. This

led to the requirements of the computational framework being defined.

In the next chapter, a method of simulating light propagation was selected that
meets the requirements defined in Section 2.3.6 - known as the T-matrix method.
The method is explained, and the process of implementing the existing T-matrix

codes is documented. The method is validated against Mie theory and the FDTD.



Chapter 3

Simulating light transport using the

T-matrix method

A computational framework capable of modelling WFS must first be able to model
light propagation through scattering media. This, in turn, requires two things: a
method of modelling the propagation of light, and a method of modelling the scat-
tering media. The requirements of these two methods are defined by the research
questions being asked of the computational framework, which are defined in Sec-

tions 2.3.4 and 2.3.6 respectively.

This chapter focuses on the first framework component - the ability to model
light propagation. The requirements of this model are defined in Section 2.3.6. The
T-matrix method was selected because it is physically rigorous enough to model
WES and other interference-based coherent phenomena, while also being compu-
tationally efficient enough to simulate visible and NIR light propagation through
media at least a TMFP thick. This is because, unlike approximate models, it ex-
plicitly solves Maxwell’s equations, preserving the phase information essential for
interference-based processes such as speckle formation and WFS. At the same
time, by exploiting analytic solutions for single spheres and coupling them through
VSWFs, the method avoids the volumetric discretisation required by approaches
such as FDTD or FEM. This makes it tractable for simulating domains at or beyond

a TMFP while still resolving the full electromagnetic field.
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Structurally, this chapter begins with a background section that introduces the
T-matrix method, before formalising the theory behind the method. Specifically, to
model WFS, this requires explaining how the T-matrix method is capable of solving
Maxwell’s equations to calculate scattered near-fields. The chapter then presents
the process of implementing existing T-matrix solvers, including the numerical con-
siderations and modifications made to support the simulations in this thesis. This
is followed by a validation section, where results are compared against Mie theory
and FDTD solutions. The chapter concludes with a summary of contributions and

a discussion of how the framework may be extended in the future.

3.1 Background

The T-matrix (transition matrix) method is a computational approach for wave
scattering that originated in the mid-1960s. It was introduced by Peter C. Water-
man, who in 1965 formulated a matrix-based method for solving electromagnetic
scattering problems [128]. Waterman’s 1965 paper established the core idea of
expanding fields in spherical wave functions and relating the incident and scattered

field coefficients via a “transition matrix” [136, 137].

Over the past decades, the T-matrix method has found application across vari-
ous disciplines. In atmospheric science, it has been used to compute the scattering
of aerosols [138], cloud droplets [139], and ice crystals [140]. In astrophysics, it has
supported the study of cosmic dust [141], and planetary regoliths [142]. A reference
database article is published annually, documenting new advances and applications

of the T-matrix method [143, 144, 145, 146, 147, 148, 149, 150, 151, 152].

The T-matrix method itself is built on an analytical expansion of electromagnetic
fields. In this formalism, both the incident and scattered fields are represented in a
basis of vector spherical wave functions (VSWFs) [136]. The relation between the

expansion coefficients of the incident field and those of the scattered field is linear,
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with the linear operator given by the transition matrix. Effectively, the transition
matrix connects how an incoming wave is transformed into a scattered wave by the
presence of an object, with its elements (called scattering coefficients, not to be
confused with u,) determined by the scatterer’s properties (shape, size, and refrac-

tive index).

This scattering object can be an arbitrarily shaped particle. A significant branch of
T-matrix research is concerned with determining novel methods for treating these
non-spherical scatterers [131]. Extensions of the original formalism have incor-
porated spheroids, cylinders, spheroidal aggregates, and even irregular geometries
through numerical surface discretisation. These advances exploit either the direct
computation of non-spherical single-particle T-matrices or hybrid methods that
couple T-matrix expansions with finite-element or boundary-element solvers. Some
T-matrix solvers, such as SMARTIES (Spheroids Modelled Accurately with a Ro-
bust T-matrix Implementation for Electromagnetic Scattering) [153], are designed
to model non-spherical particles. However, this thesis focuses on spherical scat-
terers. The reasons for this will become clearer in Chapter 4, which discusses the

second component of the modelling framework - representing scattering media.

Critically for this thesis, the T-matrix method was later extended through the su-
perposition T-matrix formalism, which enables modelling of clusters of particles.
In this framework, each particle is represented by its own T-matrix, and multiple
scattering between particles is incorporated through translation addition theorems.
This allows the total scattered field of an ensemble to be computed by solving a
coupled system of equations. The superposition approach is central to modelling

dense, turbid media such as those studied in this thesis.

Note that in some literature, the T-matrix formalisation used in this thesis is re-
ferred to as the Generalised Multi-particle Mie (GMM) solution or Generalised
Lorenz-Mie Theory (GLMT) [154, 155]. This is because, in the case of spheri-



3.2. Model theory 63

cal scatterers, the eponymous transition matrix is not calculated using one of the
methods described before, but instead derived directly from Mie theory, which is
a semi-analytical solution to calculate the scattering of a plane wave by a sphere
[112, 156]. In this thesis, the transition matrix is never actually calculated. Under-
standably, there is some division in the literature over the appropriate terminology
for simulations of light propagation through multiple spherical scatterers - can such
approaches be considered T-matrix simulations if the T-matrix is not calculated?
This thesis uses the terminology and notation of Mackowski and Mishchenko [157],
and as such considers spherical simulations as a subset of the greater T-matrix for-
malism (for example, the use of coefficients to represent the scattering particle, or

the expansions using VSWFs).

3.2 Model theory

3.2.1 Constructing a system of linear equations

For this thesis, it is convenient to consider the T-matrix method as a generalisation
of Mie theory to clusters of spheres [127]. As mentioned, this method exploits the
linearity of Maxwell’s equations to construct a system of linear equations that maps
the scattered field from each sphere to every other sphere. A more comprehensive
mathematical formalisation of the T-matrix method is provided by Mackowski and

Mishchenko [158, 159, 160].

The total scattered field Ey, is given by the superposition of the incident field

and the scattered fields E!

sca

from each sphere i in the system [159] with N, spheres:

Ny
Etotal = Einc + Z Elsca (3. 1)
i=1

To solve the scattering problem, the electromagnetic fields are expanded in a ba-
sis of vector spherical wave functions (VSWFs) centred at each particle (these are

sometimes referred to as vector spherical harmonics (VSH) in literature). Around
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each sphere i, the incident and scattered fields are written as:
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Here:

e r' =r —r; is the position vector relative to the center of sphere i,

. M,(,%,z, N,(nl,z and M,Sf,%, N,(,f,z are regular and outgoing VSWFs respectively,

* phoas 4o are incident field expansion coefficients,

 d',, b are unknown scattered field coefficients.

The unknown scattered coefficients a’, ., b’ = are linearly related to the incident
coefficients p! . gi  through the single-particle T-matrix T;. This matrix encodes
the full scattering response of particle i, including its size, shape, and refractive

index, and acts on the incoming VSWF modes to produce the scattered modes:

i
Pmn

=T (3.4)
binn Dnn
Which are expanded using VSWF to:
a w . o
=Y Y T ™ (3.5)
b;nn n'=1m'=—n' qin’n’

For spherical particles, the T-matrix T' is diagonal, and its non-zero elements cor-

respond to the standard Mie coefficients:

T = (3.6)

mn,mn
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Where a, and b, are the electric and magnetic Mie scattering coefficients of sphere
i, defined in terms of spherical Bessel and Hankel functions. For spherical particles,

these coefficients are directly calculable from Mie theory.

In a system of multiple spheres, each particle not only scatters the external in-
cident field but also the fields scattered by all other particles. To account for this,
the total incident field on sphere i must include contributions from all other scat-

tered fields, translated into the coordinate system centred at r;.

This translation is achieved using the addition theorem for VSWFs, which al-
lows outgoing modes from one centre to be expressed as regular modes at another.

The addition theorem gives the total incident mode coefficients at sphere i as:

j (0),i
Pun Pmn akl
- (0),i + Z Z mn,kl 3.7

q;m an JFik,l kl
Here, U;Jm 1 18 the translation matrix that maps outgoing modes from sphere j to

regular modes centred on sphere i, and p(9 s the external field incident on sphere i.

By combining the single-particle T-matrix relation with the translated contribu-
tions from other particles, a coupled system of equations for the scattered field

coefficients a’,,, b’ of all spheres is obtained.

mn?

Substituting Equation (3.7) into the single-particle scattering relation (Equa-

tion (3.5)) gives:

d p(O)J ail
mn !0l
. Z Tmn m'n’ ?Z))rll + Z ZUm’n’ ki j (3.8)

To compactly represent the coupled system for all N spheres, a single linear system

can be constructed containing all coefficients.
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First, the scattered field vector x is defined as the vector that concatenates the

unknown scattered coefficients from all spheres:

" (3.9)
bl

mn

X = _ with x() =

<)

Secondly, the incident field vector is defined as the vector containing the VSWF

expansions of the external field at each particle:

p0).1
(0)2 | pl0
p© — p_ with p©i = p’(’;’;i (3.10)
: qmn’
p(ON

T and U are defined as block-diagonal matrices of the single-particle T-matrices and

translation operators between spheres, respectively:

T, 0 -~ 0 o uyu2 ... gw
0 T, --- 0 U2! o ... U

= |l u=|T @3.11)
0 0 - Tun | DAL 6\

Using these vectors and matrices, it is possible to rewrite Equation 3.8 as a system

of linear equations in compact matrix form:
x=T (p<°>+Ux) (3.12)
Rearranging Equation 3.12 gives a matrix in the Ax = B form:

(1—TU)x = Tp¥ (3.13)



3.2. Model theory 67

The following Table is used to summarise the terms of the matrix system and

whether they are known or unknown:

Table 3.1: Definitions of terms in the T-matrix system and whether they are known or un-

known
Symbol  Description Status
I Identity matrix Known
T Single-particle T-matrices Known (Mie theory)
U Translation matrix Known (calculated by solver)
X Scattered field coefficients |d,,, b;,,] Unknown
p©@ Incident field expansion coefficients Known (for simple waves)

3.2.2 N-sphere system

For a system of two spheres, the matrix Equation 3.13 becomes:

I -T,0'2| [x() T;p©!
= (3.14)
~T, U I x(? T,p®):2

While for a general system of N; spheres, the matrix system (Equation 3.13) takes

the form:
[ _T,u . _T1U1Ns_ o] T T,p®! ]
—T,U2! I c =T UN || x(2) _ sz.(o)v2 5.15)
—Ty, UMD Ty UN2 ... I x(Ns) Tva'(O)st

3.2.3 Calculating the scattered field

Once the scattered coefficients a.,,, bi,, have been obtained for each sphere i, the

mn?
total electric field at any spatial point r is given by the sum of the external incident

field and the scattered fields from all particles (see Equation 3.1).

In practice (e.g., in T-matrix solvers like MSTM or CELES), the near-field is
evaluated by numerically computing the VSWFs at desired field points and sum-

ming the contribution of each mode. Care must be taken near particle surfaces to
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ensure convergence of the expansion.

One feature of the T-matrix method is that once the scattered coefficients have
been solved, they can be stored and reused to compute the electromagnetic field
at any desired location without re-solving the system. This contrasts with time-
domain methods such as FDTD, which require a full re-simulation to obtain the

field at different spatial locations or frequencies.

3.2.4 System dimensionality and numerical considerations

The size of the linear system in the T-matrix method depends on the number of
spheres N and the truncation order L used in the VSWF expansions. The trunca-
tion order Ly defines the maximum multipole degree n € [1,L;] included in the field

expansions for each particle.

L, can be estimated using the empirically derived Wiscombe’s criterion [161]:

(

x+4x3 41, 0.02<x<8

Ly= 4 x+4.05x'34+2, 8<x<4200 (3.16)

x+4x1/3 42, 4200 < x < 20000

Where x is the size parameter of the constituent spheres, x = %

Each multipole order n contributes 2n + 1 azimuthal modes m € [—n,n|, so the

total number of modes per polarisation (either TE or TM) per sphere is:

L
Z (2n+1) = Ly(Ls+2) (3.17)
Including both polarisations, each sphere contributes:

OM =2Ly(Ls+2) (3.18)



3.2. Model theory 69

unknown coefficients a;,, by, to the system. For a system of N; spheres, the total

number of unknowns is:

T = 2N,Ly(Ly +2) (3.19)

Where T is ultimately the total number of linear equations in the scattering system.

These linear equations are what T-matrix solvers like MSTM and CELES spend the

most computational resources solving.

Using Big & notation, Equation 3.19 scales as & (NSZL‘S‘). The scaling behaviour of

different complexity classes is illustrated in Figure 3.1.
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Mlustration of common computational complexity classes using Big & nota-
tion. Each curve shows how the number of operations grows with input size
(n). Big 0 notation characterises the upper bound of an algorithm’s runtime or
memory usage, helping to compare the scalability of different computational
approaches.
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As the number of particles increases, the global matrix becomes both dense and
large, making direct inversion impractical. Instead, the system is typically solved
using iterative Krylov-subspace methods such as GMRES or BiCGSTAB. This is
the role of computational T-matrix solvers such as MSTM [138] and CELES [129].

Some T-matrix solvers, such as the most recent implementation of MSTM [162]
and FastMM [163], incorporate the Fast Multipole Method (FMM) or similar tech-
niques to reduce the scaling behaviour from¢(N?2) to approximately &'(N;logNy).
Others, such as CELES [129], use GPU acceleration and preconditioners to speed

convergence. Specific T-matrix codes will be discussed in Section 3.3.1.

3.3 Implementation

3.3.1 T-matrix solvers

In general, a T-matrix simulation requires four categories of inputs:

1. the optical properties and positions of the scattering particles, typically spec-
ified as a list of spheres with defined radii, refractive indices, and 3D coordi-

nates

2. the parameters of the incident light field, such as the type (plane wave, Gaus-

sian beam, etc), width, wavelength, and incident angle

3. the spatial positions where the scattered or total field is to be evaluated, such

as a near-field observation plane

4. simulation-specific parameters, including convergence thresholds, the num-
ber of multipole orders used in the expansions, numerical precision settings,

and solver tolerances

As of 2025, there are multiple T-matrix codes available. The three most popular
T-matrix codes are: the multiple sphere T-matrix (MSTM) [160], the CUDA-
accelerated electromagnetic scattering by large ensembles of spheres (CELES)

[129], and the fast superposition T-matrix method (faSTMM) [163].
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Broadly speaking, the T-matrix method is less popular than other computational
methods, and as such, these codes are not as well validated or feature-rich as
solvers for other computational methods (e.g. Lumerical for FDTD or MCX for
Monte Carlo). Existing codes are highly specialised in answering the research ques-
tions of interest to the authors. For example, the authors of faSTMM (Markkanen
and Yuffa) are focused on astrophysics and wrote the software to simulate scattering
by planetary and cometary regoliths [164, 165, 166]. Consequently, faSTMM has

no functionality to calculate near fields or model incident Gaussian beams.

A table comparing the three codes is shown below. Note that a new version of
MSTM was released in 2023 [162] that implements a Fourier-based acceleration
method that achieves &'(nlogn) scaling. However, there was insufficient time to

validate this version of MSTM, and as such, it will not be discussed in this thesis.

T-matrix ~ Language Near field Gaussian  Scaling Parallelisation
code beams

MSTM FORTRAN Yes Yes O (n?) MPI

CELES MATLAB  Yes Yes O (n?) OpenMP, CUDA
faSTMM  FORTRAN No No O(nlogn) OpenMP

Table 3.2: Comparing the features of three different T-matrix codes: MSTM [160], CELES
[129] and faSTMM [163]. Language is the primary programming language used
to write the software. Near field calculation is the ability to evaluate the field at
arbitrary locations. Gaussian beams refer to the ability to model the incident
light field as a Gaussian beam. Shared memory parallelisation architectures like
OpenMP are efficient for single machines with multicore CPUs. Multi-node
clusters work better with MPI, where the memory can be distributed throughout
the cluster.

Some functionality implications are immediately obvious from Table 3.2. For ex-
ample, faSTMM does not have the ability to calculate near fields or model Gaussian
beams. If these features are required to answer specific research questions, the func-

tionality must be added by modifying the software.
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Another practical implication is the software’s programming language. I had expe-
rience with MATLAB, but was unfamiliar with FORTRAN, meaning any potential

modifications would be more difficult.

An additional difference between the software was the method of parallelisation
each employed. T-matrix simulations quickly exceed the capacity of a single CPU
core, requiring parallelisation. Two models commonly used are MPI (Message
Passing Interface) and OpenMP (Open Multi-Processing). MPI uses distributed
memory: each process has its own memory allocation and communicates via mes-
sage passing. Meanwhile, OpenMP uses shared memory: threads run within a

single process and access the same memory.

MPI is well-suited to large simulations running on multi-cluster nodes, but in-
curs communication overhead. Conversely, OpenMP is efficient on multi-core
workstations, with minimal communication costs, but is limited by the memory

available on a single node.

CELES uses a unique method of parallel computing compared to MSTM and
faSTMM, as some operations are performed on GPUs via NVIDIA’s CUDA frame-
work. The authors claim this improves the computational performance of the
software relative to CPU-exclusive calculation. Obviously, this creates the require-

ment of a CUDA-compatible GPU to be able to run CELES.

Therefore, the computational hardware, both with respect to CPU and multi-node

architecture and GPU availability, determines the viability of each T-matrix code.

3.3.2 Available computational hardware

Large-scale T-matrix simulations are computationally demanding. The superpo-
sition method involves solving dense, coupled linear systems whose size scales
with both the number of particles and the maximum multipole order per particle,

as described in Section 3.2.4. For ensembles approaching thousands of scatterers,
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the number of unknowns can easily exceed 100, making simulations intractable on
conventional desktop hardware. Moreover, near-field calculations require storing
and evaluating field expansions at numerous observation points, which further in-
creases both memory usage and runtime. In practice, efficient execution therefore
relies on access to high-memory compute nodes and, for CELES, dedicated CUDA-
compatible GPUs.

For this thesis, three systems were employed:

Zeus A workstation equipped with two Intel Xeon Gold 6148 CPUs (2.40 GHz),
128 GB RAM, and a NVIDIA Quadro P6000 GPU.

Mnemosyne A workstation with two Intel Xeon Gold 6148 CPUs (2.40 GHz), 512
GB RAM, and a NVIDIA Quadro P4000 GPU.

Myriad A high-performance cluster at UCL that offers multiple node types:
 Standard compute nodes (H, D): 36 cores, 192 GB RAM.
* High-memory nodes (I, B): 36 cores, 1.5 TB RAM.
e GPU nodes (J, E, F, L): 36 cores, 192GB RAM with attached GPUs.

— J-type nodes include two Tesla P100s
— E- and F-type nodes include two Tesla V100s
— L-type nodes include four A100s

The CPUs on Myriad vary between Intel Xeon Gold 6140 (2.30 GHz) and Xeon
Gold 6240 (2.60 GHz), depending on node type.

3.3.3 Placing spheres to create discrete particle volume

T-matrix codes require input data specifying the sphere origins, radii, and refractive

indices. The implications of the placement of spheres and their properties will be
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discussed in Chapter 4. For the purposes of testing the T-matrix method of mod-
elling light propagation, a programme is needed to create a custom discrete particle

volume and to format the input data appropriately for each T-matrix code.

Figure 3.2: Example realisations of 3D discrete particle domains. Spheres are randomly
placed in a bounding volume with a minimum separation to prevent overlaps
and improve matrix conditioning. The sphere radius, density, refractive index,
total sphere count, and constraining geometry can all be specified. Although
not modelled in this thesis, different distributions can be used to define sphere
radii. Shown in the bottom right is the lognormal distribution used by Schmitt
and Kumar to model biological tissue [115].

Individual spheres were positioned manually for the most basic tests (for exam-
ple, a 1 um radius sphere located at the origin with a refractive index of 2. Full

discrete particle volumes are constructed by pseudorandomly placing spheres at
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non-overlapping locations within a 3D domain. This was achieved using a home-
made algorithm that sequentially generated candidate sphere positions and rejected
any that violated a minimum distance constraint. The constraint was set to pre-
vent sphere overlaps and to ensure that the resulting T-matrix system was well-
conditioned; when spheres are placed too close together, the translation matrices
become poorly conditioned and numerical instabilities may arise. Sample domains

generated using this technique are shown in Figure 3.2.

3.3.4 Initial code modification

All three T-matrix codes contained limitations or bugs that required modification

before full simulations of light propagation could be performed.

For MSTM, the principal issue encountered was a concentric ring artefact when
the background refractive index was set to any value greater than 1. The issue
was corrected with the help of MSTM author Mackowski by applying a consistent
scaling factor to either the particle radii and positions or the wavelength, equal to
the background refractive index. This scaling factor was then reversed when calcu-

lating the near-field.

Most simulations in Mnemosyne and Zeus were performed using MSTM, which
has a distributed memory architecture (MPI). This is suboptimal, as Zeus and
Mnemosyne are single-node machines, and MPI is better suited to running sim-
ulations over multiple nodes. Initially, it was possible to brute force the bloated
memory usage with Mnemosyne, which has a significant amount of RAM avail-
able. However, the near-field evaluation step became a bottleneck in both time
and memory. Early in the PhD, runaway memory use caused Zeus to crash and

terminate some of the group’s already running simulations.

Therefore, an OpenMP-based parallelisation of the near-field calculation was im-
plemented, which significantly reduced memory requirements. It also allowed for

a more controllable allocation of threads to each process. As described in Section
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3.2.3, near-field calculation is a post-processing step distinct from the determina-
tion of the scattered field coefficients. Moreover, near-field calculations are highly
parallelisable; each thread can be assigned to calculate the field at a different set of
coordinates using the solved scattered field coefficients and requires no communi-
cation with other threads. It was discovered that MSTM was using the same thread
count and memory limitations for the calculation of the scattered field components
as for the near-field computation. The OpenMP modification of the near-field
function allowed for more threads to be assigned to the calculation, without the

ballooning memory demands necessitated by MPI.

For CELES, early testing revealed three primary limitations or bugs. Firstly, there
is an undocumented inability to model extremely large Gaussian beams beyond
> 200 um. This bug was discovered during a parameter space exploration and was
not fixed, as there was no need to simulate Gaussian beams of this width. Secondly,
a shadow-like artefact would be seen in the near-field around sphere boundaries
when CELES’ preconditioner option was used. This will be discussed in Section
3.4.2. Finally, the near-field could only be evaluated at 2D planes. A simple modifi-
cation was performed to enable the calculation of near-field at multiple 3D positions
throughout the medium, and to cache and reuse the scattered field coefficients from

a given simulation if additional near-field calculations were ever required later.

Despite being considered, faSTMM was not used during the PhD beyond some
early testing. This was because, despite having the best scaling behaviour, faSTMM
does not have a method for generating near-fields or modelling Gaussian beams.
To align it with the functionality of MSTM and CELES, a script was created
to compute near-fields at arbitrary points from the solved scattered coefficients.
This was done by passing the scattered coefficients to the CELES module used to
calculate near-fields. Using existing CELES MATLAB code was deemed easier
than working with the unfamiliar faSTMM FORTRAN code. However, further use

of faSTMM stopped when access to Myriad became available. This was because
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the GPU parallelisation with CELES was sufficiently efficient, and implementing
Gaussian beam incident light seemed a prohibitive time sink in an unfamiliar pro-

gramming language.

Finally, for both MSTM and CELES, wrappers were written to improve usabil-
ity, functionality and streamline workflow. These in-house wrappers were written
in MATLAB and included functionality to quickly save and load simulation data,
dynamically visualise sphere position in 3D, and dynamically log the time and
memory usage of the simulation. On the output side, the wrapper can process the
near-field data to generate plots of electric magnitude and intensity at arbitrary

locations.

3.3.5 Initial simulations of light propagation

Following the initial setup, the immediate aim was to model light propagation
through a discrete particle domain, thereby enabling validation of the T-matrix im-

plementation.

Zeus and Mnemosyne are both powerful lab-level machines capable of running
medium-scale T-matrix simulations. Compilation, testing and modification of the
T-matrix codes were significantly easier on both workstations, for which sudo ac-
cess was available. Moreover, there was no need to queue up jobs or manage
quotas, unlike UCL’s Myriad. Therefore, both machines were primarily used for
earlier prototyping simulations of light propagation, for example, testing code mod-
ifications or performing parameter space investigation. Large simulations were
intractable, both due to the limited potential for parallelisation relative to Myriad,
but also because computing time was shared with the other members of the Coher-

ent Optics Group (COG) at UCL.

Early simulations on Zeus and Mnemosyne used MSTM over CELES for two
reasons. Firstly, there was high utilisation of the GPUs required by CELES on both
machines by other members of COG throughout the PhD. Conversely, CPU and
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RAM utilisation were low, favouring a CPU-only MPI code like MSTM. Secondly,
CELES was released in 2017 [129] by a research team not yet established in the
T-matrix literature. As of the start of the PhD, the code was still being modified
on GitHub, and errors were being fixed. Conversely, MSTM was programmed in
2011 by T-matrix veteran Mackowski [160], had been iterated into three (now four)
versions, and has over 500 citations. During initial testing of the T-matrix method

early in the PhD, MSTM was considered a more reliable option.

n=50 n=100

Normalised Intensity

-3050 0 50 0

X (um) X (um)

Figure 3.3: MSTM is used to simulate the propagation of a plane wave through 4 discrete
particle volumes with 50, 100, 500 and 1000 spheres with a radius of 1 ym and
a refractive index of 2. Shown here are the scattered field intensities on the
100 um? plane located 5 um behind the medium. The refractive index of the

background is 1.

The first simulation was designed such that a 633nm plane wave was simulated
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directly incident on a pseudorandom discrete particle medium consisting of 0.5
um radius spheres with a refractive index of 2.5836 and a volume concentration of
0.25%. The background refractive index was set equal to 1. The intensity near-field
was evaluated on a 100 um? XY plane located 5 um behind the medium. MSTM
was used to perform the T-matrix calculation, and the results are shown in Figure

3.3 for domains with 50, 100, 500 and 1000 spheres.

As shown in Figure 3.3, the field behind the medium is perturbed. Across the
observation plane, the field appeared as a seemingly random arrangement of bright
and dark spots, arising from the constructive and destructive interference of multi-
ply scattered waves. Local intensity maxima exceeded the incident field intensity
due to constructive interference, while adjacent nulls approached zero intensity.
As the number of spheres increases, the apparent field perturbation becomes more

pronounced, taking a greater proportion of the visualisation plane.

Figure 3.4 shows a histogram of intensities for the 500 sphere simulation. A
Rayleigh distribution was fitted to the normalised data, and showed a strong fit,
indicating the speckle pattern had been fully developed [167]. This initial result
demonstrates that the T-matrix method is capable of generating fully developed

speckle patterns through discrete particle media.
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Figure 3.4: Histogram plot of the speckle pattern generated using 500 spheres shown in
Figure 3.3. A Rayleigh distribution was fitted to validate that a fully developed
speckle pattern has formed.
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The simulation was repeated for a sphere count up to 10000 spheres, and clock time
was measured with dstat. Simulations were run in parallel over four cores on Zeus
with MSTM. This allows Figure 3.5 to be generated, which is a plot of clock time
as a function of sphere number. Polynomial regression was used to determine a

criterion for estimating the simulation time as a function of sphere count.
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Figure 3.5: The clock time taken to simulate differently sized scattering domains in MSTM
(radius = 1 um). MSTM was run in parallel over four cores on Zeus, whose
specs are listed in Section 3.3.2.

Note from Equation 3.19 that simulation time is a function of the number of spheres
and the truncation order of the VSWF expansion, which in turn is a function of the
radius and wavelength of the constituent spheres and incident light. Therefore, the
data in 3.5 is not translatable to other discrete particle domains. Likewise, specific
computational times are also a function of the simulation hardware and specific

T-matrix settings, such as convergence thresholds or chosen precision.

For example, Myriad became available one year into the PhD and significantly

accelerated computation times. Both CELES and MSTM calculations were per-
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formed on Myriad, leveraging I and B nodes for MSTM and J, E, F, and L nodes
for CELES.

Another computational consideration is that CELES uses OpenMP, which is a
shared memory architecture. Initially, it may seem that it would run poorly on
Myriad, which has many computational nodes. However, UCL guidelines recom-
mend Myriad to be used for a large batch of serial jobs, instead recommending the

Kathleen cluster for multi-node jobs.

As discussed in Section 3.3.1, T-matrix codes in general are not as refined as other
computational toolkits. As such, a thorough parameter space exploration was a nec-
essary precursor to validation, and ultimately, using the codes to model WFS and
other phenomena. The parameter space refers to the full range of possible inputs
for a given T-matrix code. This includes both optically relevant parameters, such
as wavelength, refractive indices and sphere properties, and simulation-specific pa-

rameters, such as convergence thresholds and expansion orders.

These broad investigative simulations served three purposes. First, to develop
familiarity with the T-matrix codebase. Second, to optimise machine-specific pa-
rameters such as CPU core count and memory allocation limits. Third, to identify

(and correct) implementation-specific bugs.

For brevity, the vast majority of these parameter space exploratory simulations
have been omitted from this thesis. Instead, a series of key results are highlighted
documenting the discovery of an MSTM-specific artefact produced when the back-

ground refractive index is changed from n = 1. This artefact is shown in Figure 3.6.

The fields in Figure 3.6 are produced by using MSTM to simulate the propagation
of a plane wave (633 nm) through a 100 um? discrete particle domain, containing 1

pum spheres with a refractive index of 2 at a volume fraction of 0.05. The “recipe”
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Figure 3.6: MSTM is used to simulate the propagation of light through a 100 um? discrete
particle volume. Shown here are the scattered fields on the 100 um? plane
located 5 pm behind the medium. The refractive index of the background is 1
for the left image and 1.33 for the right image.

of this domain was arbitrarily chosen as part of the parameter space exploration.
The electric field magnitude is calculated and visualised across the 100x100 pm?
plane located 5 um behind the medium. This offset ensures that particles near the

exit surface do not obscure the field pattern.

As shown in Figure 3.6, when the background refractive index is set to 1.33
(the refractive index of water), the resulting scattered field is clearly erroneous.
A Gaussian-like field profile is observed rather than a fully developed uniform
speckle pattern. Notably, the electric field magnitude is uniformly brighter than
expected, given that the mean field amplitude of the input plane wave is normalised
to 1. In contrast, a background refractive index of 1 (the refractive index of air)
produces a plausible developed speckle pattern. A histogram of the field magni-
tudes across the plane follows a Rayleigh distribution (not shown), consistent with
light scattering theory [167]. As expected, the magnitude is broadly lower nearer

the edges due to light escaping from the sides of the simulation.

To isolate the root cause of the anomalous field seen with a background refrac-

tive index of 1.33, additional tests were run in a scattering-free environment. Since
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MSTM requires at least one sphere in the domain, a single sphere was placed at
the origin with its refractive index matched to the background medium. This setup
is equivalent to simulating free-space propagation through a sphere-less medium.
Both plane waves and Gaussian beams (633 nm) of varying widths were propagated
through the domain for a background refractive index of 1 and 1.33. The magnitude

of the electric field on a plane bisecting the domain at z = 0 is shown in Figure 3.7.
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Figure 3.7: Free space plane wave and Gaussian beam (GB) propagation simulated using
MSTM. The wavelength of the incident light was 633 nm, and the background
refractive index was either 1 or 1.33 for the first or second row, respectively.

Figure 3.7 reveals a persistent error: simulations with a background refractive in-
dex of 1.33 produce anomalously bright fields with spatially structured artefacts.
At large beam widths, and for the plane wave, concentric interference rings appear.
This experiment was repeated for a range of refractive indices above 1, and the

artefact was persistently present in the field (data not shown).

This issue was brought to the attention of MSTM author Daniel Mackowski, who
confirmed the error and recommended a workaround. T-matrix and Mie theory are
functions of the refractive index contrast of a given sphere. The ability to define the
refractive index of a given sphere and the background independently is a convenient
method of inputting data to T-matrix and Mie solvers. As the simulation is correct

when the background refractive index is set to 1, simulating other background re-
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fractive indices can be achieved by normalising the scatterer refractive indices and
scaling the particle radii. For example, for a background refractive index of 1.33,
all particle refractive indices should be divided by 1.33 and all radii multiplied by

1.33. Figure 3.8 shows the result of applying this correction.
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Figure 3.8: Correcting the concentric ring artefact in MSTM by applying a scaling fix.
Plane waves (633 nm) are propagated through a discrete particle volume. The
top row shows the unscaled field. The middle row shows the scaled, corrected
field. The final row shows the difference between the scaled and unscaled sim-
ulations.

As shown, applying the scaling method eliminates the concentric ring artefact. The
residual difference between corrected and uncorrected fields matches the artefact

previously observed, confirming the fix’s effectiveness.
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3.4 Validation

3.4.1 Field comparison vs Mie

To ensure the accuracy of the T-matrix simulations, the first stage of validation
involved comparing the computed near-field results with known solutions. Specit-
ically, the scattered field generated by simulating the interaction of a plane wave
with a single sphere was calculated using MSTM and compared with the semi-

analytic fields derived from Mie theory.
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Figure 3.9: Validation of T-matrix simulation (MSTM) against analytic Mie theory (cus-
tom code). A single 1 pum sphere with a refractive index of 2 is illuminated by a
normally incident plane wave propagating along the z-axis. The background re-
fractive index is 1.33. Each column shows the magnitude of a different electric
field component (|E,|, |Ey|,|E;|) in the xy-plane bisecting the sphere’s centre.
Top row: Mie theory solutions. Bottom row: MSTM simulation results.

Figure 3.9 shows one such validation example. A single 1 um sphere with a refrac-
tive index of 2 was placed in the simulation domain, and a linearly polarised plane
wave (A = 633 nm) was incident upon it. The magnitudes of each electric field
component (|Ex|, |Ey|, |E;|) were calculated on a transverse xy-plane bisecting the
particle using both MSTM and Mie theory. The near fields generated by Mie theory

were created using a custom in-house code created by Peter Munro [168]. These
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results were, in turn, validated against Kuan Fang Ren’s Absphere [169], and the

results were found to match (not shown).

As expected, all three field components show excellent agreement between Mie
theory and MSTM. Qualitatively speaking, the percentage root mean square error
(RMSE) was < 0.01%. The scattered fields were expected to agree. After all,
the T-matrix method is an extension of Mie theory to multisphere domains (with

the potential to model nonspherical particles, which is not considered in this thesis).

The first objective of validation using Mie theory was to build individual famil-
iarity with a given T-matrix code. E.g. are spheres being placed in the correct
locations? Is the near field being evaluated at the right plane? Are the electric field

magnitudes being calculated correctly?

The second objective is to validate the specific T-matrix code. As mentioned
before, T-matrix implementations are, in general, less mature than other computa-
tional methods. The full parameter space of any given solver has not been fully

explored, leading to errors and artefacts.

3.4.2 Field comparison vs FDTD

Although established T-matrix software like CELES and MSTM was used, vali-
dation of any derived calculations was needed to ensure correct implementation
and build confidence in later models of WFS, which are reliant on simulating light
propagation accurately. Additionally, these T-matrix codes are more commonly
applied to determine far-field scattering distributions in the fields of atmospheric
and astrophysics, and as such, near-field calculations have never been validated as

extensively.

To validate the near-field calculations, the fields transmitted through a discrete
particle medium were directly compared to those calculated using a previously val-

idated FDTD method [170]. A diagram of the simulation is shown in Figure 3.10a.
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A plane wave (633 nm) is simulated normally incident onto a 10 pm?® discrete
particle medium containing 35 spheres (see Figure 3.10b). The constituent spheres
had a radius 1 pm, a refractive index 1.46, and the background refractive index was
1.33. This medium was turbid enough to ensure multiple scattering of the incident

light field.

These specific simulation parameters were chosen to make the FDTD simula-
tion tractable. As shown in Figure 3.10b, the spheres are packed densely into the
bounding volume, minimising free space between each sphere. Consequently, less
volume needs to be meshed, reducing the overall FDTD simulation size. Moreover,
optically soft spheres were chosen that minimise the error caused by staircasing in

the specific FDTD implementation used [170].

Having defined the simulation scenario, T-matrix calculations were used to ob-
tain the electric field in an axial plane bisecting the medium. These calculations
were performed using MSTM. The resulting field magnitude was plotted in Figure
3.10c. As expected, a seemingly random structure is present due to the scattering

by the spheres.

For comparison, the calculation was repeated using FDTD. This involved dis-
cretising the entire medium (including the space between the spheres) into a 3D
grid of voxels. When designing the grid, a nonuniform spacing previously found to
minimise discretisation errors was used [171], along with a perfectly matched layer
to minimise boundary reflections [120]. The resulting field magnitude was plotted

in Figure 3.10d.

The field obtained by FDTD was visually identical to the one produced by the
T-matrix, with the percentage RMSE being < 2%. As the FDTD method is known
to be valid, the close similarity between the fields suggested that the T-matrix calcu-

lations were accurate. It also validates the implementation and use of the T-matrix
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Figure 3.10: Simulated validation experiment comparing fields calculated using the T-
matrix (MSTM) and FDTD. a) Setup: a plane wave was incident upon a 10
um wide cubic medium comprising 35 spheres (radius 1 um, refractive in-
dex 1.46, background index 1.33). b. 3D sphere arrangement. c-d. electric
field magnitude in the plane labelled “imaging plane”, calculated by (c) the
T-matrix and (d) FDTD. The optical wavelength was 633 nm.

codes for this PhD. For example, are the spheres in the correct position and the

correct radius? Are the calculations of the electric field amplitude correct?

However, when the simulation was repeated using CELES, artefacts appeared
in the field patterns. Low magnitude circular patterns are present at the sphere

boundaries, as shown in Figure 3.11.
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Figure 3.11: Repeated validation experiments (Figure 3.10) using CELES for T-matrix cal-
culations. Low-intensity circular artefacts appear at the sphere boundaries.

This error has been identified implicitly in existing CELES literature. Near-field
plots in the original CELES paper have a thick white outline delineating sphere

boundaries, or overlay 3D sphere volumes onto the underlying field [129].

It was discovered that the cause of these anomalous field patterns is a CELES-
specific block-diagonal preconditioner step, which is designed to improve conver-
gence of the iterative solver. The mechanics and function of this preconditioner are
described in detail in the original CELES publication [129]. In brief, the precondi-
tioner works by isolating small blocks containing fewer particles and inverting these
blocks analytically. Doing so accelerates the convergence of the GMRES solver,
especially in dense or large particle systems. However, because this approxima-
tion assumes weak inter-particle coupling during preconditioning, it can introduce
small numerical inconsistencies in the computed near field, particularly in highly
ordered or tightly packed domains. Disabling the preconditioner or using alterna-
tive solver settings mitigated the observed artefacts. However, this significantly
increased computational time to impractical levels. As a result, the preconditioner
was retained for some simulations, with the understanding that the local fields in
the immediate vicinity of the spheres may be inaccurate, although the global field

structure remained valid.
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3.5 Chapter summary

This chapter established the first component of the computational framework: the
ability to model coherent light propagation through scattering media using the T-
matrix method. The method was chosen because it provides a rigorous, full-wave
solution of Maxwell’s equations, while remaining computationally tractable for

ensembles of spherical scatterers at length scales relevant to WES experiments.

The chapter began with a background review of the T-matrix formalism, tracing
its origins and summarising the eventual extension of the method to multi-particle
systems. The theory was formalised for the case of clusters of spheres. The scaling
of the method with respect to particle size and number was explained, as was the

truncation order.

A comparative survey of existing solvers (MSTM, CELES, faSTMM) was pre-
sented, and their parallelisation strategies (MPI, OpenMP, CUDA) were discussed
in the context of the available computational hardware. All three solvers required
modification. In particular, MSTM was extended with OpenMP near-field routines
to reduce memory usage and a scaling fix was implemented to correct a background-
index artefact. CELES was modified to allow 3D near-field evaluation and caching
of scattered field coefficients, while faSTMM was extended with the ability to cal-
culate near-fields. These adaptations significantly improved the practicality and

functionality of the solvers.

Initial simulations demonstrated that the T-matrix method can generate fully de-
veloped speckle patterns in turbid sphere media, with intensity statistics consistent
with theory. The computational scaling of MSTM was characterised. Validation
against analytic Mie solutions confirmed that single-sphere fields were reproduced
to within machine precision, while comparisons with an independent FDTD solver
showed agreement for multi-sphere domains. These validations confirmed the cor-

rectness of the modified T-matrix framework and built confidence in its use for the
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subsequent modelling of WES.

In conclusion, this chapter delivers a validated, extensible T-matrix framework
for simulating coherent light propagation through discrete particle media. The con-
tribution lies in adapting and extending existing solvers to enable accurate near-field
calculations, correcting previously undocumented artefacts, and demonstrating that
the framework produces statistically correct speckle patterns consistent with the-
ory and independent benchmarks. This framework forms the foundation for the

subsequent chapters, where it will ultimately be applied to model WES.



Chapter 4

Designing T-matrix-optimised

sphere-based replica turbid media

This chapter addresses the second component of the computational framework:
representing a scattering medium for coupling with the T-matrix method to en-
able simulations of light propagation through bespoke scattering media. This
involves constructing a recipe-based approach to design synthetic simulation media
that meets the modelling requirements defined in Section 2.3.4. Specifically, this
medium must have desired macroscale optical properties, must model scattering as
a result of microscale refractive index inhomogeneities, and must be geometrically

unconfined.

The discrete particle model, introduced in Section 2.3.3.5, meets these require-
ments. The discrete particle model represents scattering media as a pseudorandom
aggregation of scattering spheres. The size, density, and refractive index ratio of

these spheres define the macroscale optical properties of the medium.

The scope and contributions of this chapter are threefold. Firstly, the mapping
from particle-specific design parameters to macroscale optical properties is for-
malised and investigated in the context of T-matrix simulation, and a method for
designing discrete particle media with bespoke optical properties is created. Sec-

ondly, a method for optimising the design of the discrete particle media is presented,
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both with respect to the medium geometry and the design of the constituent spheres.
Finally, the designed media is extensively validated against IAD, Monte Carlo, and
memory effects - a framework that can be translated to validating other scattering

media.

The chapter proceeds as follows. First, the background theory of the discrete
particle method is discussed, including a discussion of modelling generic biological
tissue, a formalisation of Mie theory and a review of existing applications of discrete
particle phantoms in experimental literature. Second, the methodology used in this
thesis to design discrete particle domains is constructed. Next, sample domains are
validated using a combination of IAD, Monte Carlo, and memory effects. Two new
methods for optimising the design of this discrete particle media are constructed.

Finally, the chapter concludes with a summary and a discussion of future work.

4.1 Background

4.1.1 Modelling generic tissue optical properties

As discussed in Section 2.1, light attenuation in biological tissue is governed by
both absorption and scattering. Attenuation is described by the attenuation coef-
ficient U, = U, + U, representing the combined probability per unit length that a

photon will be either absorbed or scattered.

The scattering and/or absorption behaviour of various biological tissues has been
quantified [172, 173, 174, 175], albeit with significant challenges. Measurements
are frequently performed ex vivo, where the absence of blood flow, structural in-
tegrity, and temperature regulation may result in optical properties that differ from
in vivo conditions. Additionally, reported values are highly dependent on wave-
length and experimental methodology, with inconsistencies arising from variations

in measurement techniques, sample preparation, and model fitting procedures.

To address this, Jacques [21] proposed a semi-empirical framework that decom-
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Figure 4.1: Wavelength-dependent optical properties of select constituents of biological
tissue. Adapted from Jacques [176]. Data compiled from various sources as
described by Jacques [176].

poses both the absorption and scattering behaviour of tissue into the absorption
and scattering behaviour of said tissue’s key biological constituents. The optical
properties of select tissue constituents are shown in Figure 4.1. This approach
provides a physically grounded method for estimating bulk tissue optical properties
if the composition and structure are known a priori, enabling the construction of
“generic” models for a range of tissue classes (e.g., muscle, fat, skin) across a

range of wavelengths.

4.1.1.1 Absorption in a generic tissue

The total absorption coefficient u, of a tissue is given as the weighted sum of the

absorption spectra of its chromophores:

Ha :BS.ua.oxyHGb + B(l - S) Ug.deoxyHGD + W.“a.water"‘ “4.1)

Mua.melanosome + F.ua.fat +...
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Where [176]:
* B =blood volume fraction
* Ua.oxyHGb = Oxygenated blood absorption coefficient
* § = oxygen saturation of haemoglobin
* Ua.deoxyHGb = deoxygenated blood absorption coefficient
* W = water volume fraction
* U, water = Water absorption coefficient
* M = melanosome volumue fraction
* U, melanosome = Melanosome absorption coefficient
* F = fat volumue fraction

* U,y = fat absorption coefficient

4.1.1.2 Scattering in a generic tissue
For scattering, Jacques adopted a two-component model to capture the contributions

of subcellular structures to the reduced scattering coefficient ! [21]:

AN\t A\ e
My = Mg 500nm (f (500nm> + (1 - f) (SOOnm) ) (42)

Where:
* I, 500 = educed scattering coefficient at 500 nm [cm~1]
* f = fraction of scattering at 500 nm due to Rayleigh scattering
* 1 — f = fraction of scattering at 500 nm due to Mie scattering
* bpie = scattering power for Mie scattering

According to the theory, scattering can be decomposed into two regimes:
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* Rayleigh-like scattering from small subcellular structures (organelles, protein

aggregates).

» Mie-like scattering from larger structures (nuclei, collagen fibres).

The individual contributions of Rayleigh and Mie scattering towards the bulk re-

duced scattering coefficient are shown in Figure 4.2.
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Figure 4.2: Wavelength dependence of the reduced scattering coefficient in biological tis-

sues, decomposed into Rayleigh and Mie contributions. The total scattering
(solid line) is shown for representative skin and breast tissue models, with
Rayleigh and Mie scattering components overlaid. Rayleigh scattering dom-
inates at shorter wavelengths, while Mie scattering contributes more broadly
across the visible and near-infrared range. Adapted from Jacques [21].

As shown in Figure 4.2, the dominant scattering mechanism in tissue for the visible

and NIR range is Mie scattering, arising from structures whose sizes are comparable

to the wavelength of incident light. Cell nuclei (~5—10 um), mitochondria (~0.5-1

pm), and collagen fibrils (~30-300 nm) all contribute significantly in this regime.
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As such, Mie theory can be directly used to calculate tissue optical properties based

on known particle size distributions and refractive indices [20, 115].

In contrast to the reduced scattering coefficient p, and absorption coefficient i,
measurement of the scattering coefficient s and anisotropy factor g is more chal-
lenging. Jacques discusses several methods for estimating these parameters, but

provides no empirical formula for direct quantification [21].

The scattering coefficient is typically measured using collimated transmission ex-
periments, where unscattered light is detected after propagating through a thin
tissue sample of known thickness. However, such measurements require samples
approximately one mean free path thick (~100 um), which are difficult to prepare

and prone to dehydration.

The anisotropy factor is most directly measured using angular-resolved goniom-
etry. These measurements involve assessing the scattering phase function, but are
complicated by low signal levels in the backwards direction (biological tissue is
strongly forward scattering) and by refraction effects at tissue interfaces. An alter-

nate method involves deriving the anisotropy from measurements of t; and ..

For anisotropy, experimental data consistently indicate high values, typically
g > 0.9. This means tissue can be considered highly forward scattering at these
wavelengths. This result is consistent with the observation that Mie scattering dom-
inates in this regime (see Figure 4.2), as Mie scattering has a much greater forward

bias compared to Rayleigh scattering [112].

4.1.2 The theory of Mie theory

Designing a synthetic scattering medium to replicate the light scattering behaviour
of arbitrary media, including biological tissue, requires understanding how aggre-
gate light scattering through a medium is characterised. As discussed in Section

2.1 and above, key optical properties include the scattering coefficient, absorption
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coefficient, and the anisotropy factor, which together determine how light is atten-
uated and directionally redistributed in the medium. By tuning these parameters,
a phantom medium can be designed to mimic the propagation of light in a target

tissue.

As shown in Section 4.1.1.2, the aggregate scattering behaviour of biological tissue
can be modelled using Jacques’ two-component model [21]. This model decom-
poses the reduced scattering coefficient into two components based on the sizes of
the scattering particles: a Rayleigh component and a Mie component (see Equation
4.2). Figure 4.2 shows that for visible and NIR wavelengths, the Mie scattering
contribution is dominant. Consequently, the macroscale scattering behaviour of a

biological tissue can be modelled using an agglomeration of Mie scatterers.

This theory forms the basis of the discrete particle method - a technique used
to model bespoke scattering media as an assembly of spheres embedded in a back-
ground medium. The discrete particle model captures the microscale origin of
scattering, with macroscale scattering behaviour being the result of multiple mi-
croscale refractive inhomogeneities. Microscale geometric and optical properties
such as the sphere radius, spatial density and refractive index contrast define the

macroscale scattering of light through the medium.

As mentioned in Section 2.3.3.5, one of the primary advantages of the discrete par-
ticle model over the continuum model (Section 2.3.3.4) is the ability to model the
optical properties of the medium (namely the scattering coefficient and anisotropy)

analytically using Mie theory. The process of doing so is described below.

In Mie theory, a fundamental quantity governing light-particle interactions is the
scattering cross-section Cyco, defined for a single spherical scatterer of radius a,

embedded in a non-absorbing background of refractive index n;, and illuminated
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by a plane wave of wavelength A. The size parameter is given by:

2nnpa
= ) 4,
x 1 (4.3)

Using Mie theory, the total scattering cross-section is expressed as:
2T & 2 2
Csca:ﬁz"l(zn‘kl) (‘an’ +’bn‘ ); (44)
n=

where k = Z’Eﬂ is the wave number in the background medium, and a,,, b,, are the

Mie scattering coefficients defined by:

o — my, (mx) ) (x) — y, (x) y), (mx)
n ml//n(mx)é,é(x — én(x) Wr/z(mx) ’
_ Valmx)y, (x) —my (x) 7, (mx)
by = W (mx)E! (x) — m&, (x)y! (mx) 4.5)

with m = n, /np the refractive index ratio, and y,, &, the Riccati-Bessel and
Riccati—-Hankel functions, respectively (see Light Scattering by Small Particles by

van de Hulst for a complete derivation [112]).

For a dilute suspension of such particles at number density p, the macroscopic

scattering coefficient is given by:

Hs = pCsca- (46)

In terms of the volume fraction ¢, the number density is:

_ 3¢
T 7
so that
3¢
Hs = (W) Csca- (4.8)

Beyond total scattering strength, the directionality of scattering is characterised by

the anisotropy factor g, which quantifies the mean cosine of the scattering angle
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0 (see Section 2.1.1). It is computed from the differential scattering cross-section

dC... . . . .
7o' given in Mie theory as:

dCSCB.
dQ

= 5 (51O +15:(0)P) “9)

Where S;(60), S>(0) are the scattering amplitude functions for orthogonal polarisa-

tion components. These are computed via:

— 2n+1
= b 4.1
S1(6) En(nﬂ) (anTn(cos ) + b, T, (cos B)), (4.10)
— 2n+1
S$2(0) = 0)+b 0 4.11
2(9) ;;1”(""’1) (anTu(cos 8) + b, 1, (cos 0)) ( )
with angular functions:
Pl
ﬂn(cose):”i%ze), Tn(cose):%&l(cose), (4.12)

where P are the associated Legendre polynomials.

The anisotropy factor is then obtained via:

Csca o d Q

g cosBsinBdo. 4.13)

In practice, the integral in Equation 4.13 is evaluated numerically over a discretised

angular mesh.

Online calculators exist to make the calculation of ug from Equation 4.8 and g
from Equation 4.13 simple, such as the one provided on omlc.org by Scott Prahl
[177]. Alternatively, a range of dedicated offline codes can be used for T-matrix

calculations [178, 169, 168].
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4.1.3 Mie theory and discrete particles in phantom design

The concept of using discrete particles has been widely used to design and inves-
tigate tissue-mimicking phantoms — artificial materials that replicate the optical
scattering properties of biological tissues. Early work by Schmitt and Kumar
demonstrated the power of a sphere-based approach to model “tissue-like” scat-
tering [115]. They assumed tissue could be modelled as a collection of spherical
scatterers with a broad (skewed log-normal) size distribution representative of the
microstructure of in vivo tissue. Mie theory was then used to calculate the synthetic
tissue’s bulk optical properties, with their calculated optical properties matching
those of real tissue. The initial implication of this research was the idea that criti-
cal bulk optical properties, such as scattering coefficient and anisotropy, could be
replicated using discrete particle domains with an appropriate distribution of sphere
sizes. Their use of a radius distribution for the spheres introduced a wavelength-
dependence to the medium - phantom optical properties matched experimentally

derived results for a range of wavelengths.

Following this rationale, numerous studies have employed discrete particle methods
and Mie theory to guide the fabrication of phantoms that mimic specific tissue types.
Pogue and Patterson provide a comprehensive review of these tissue-mimicking
phantoms [179]. Briefly, phantoms can be broken down into three components: a
matrix, scattering inclusions, and absorbing inclusions. Matrices are a bulk material
that is used to support the scattering and absorbing inclusions. It is typically water-
based and has a refractive index of around 1.34 [179]. Options include a hydrogel
(e.g. made from gelatin or agar), a resin, or a simple aqueous suspension. Scattering
inclusions are small particles dispersed throughout the matrix and are responsible
for replicating the bulk scattering behaviour of tissue. They typically make up
< 5% of the volume of the phantom and include lipid microparticles, polymer
microparticles, and metal oxide powders (such as titanium dioxide or aluminium
oxide) [179]. Conversely, absorbing inclusions are chromophores that replicate the

optical absorption qualities of the medium, and include ink, dyes, and blood [179].
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4.1.4 Optical property measurement with Inverse Adding Dou-
bling

To validate that a designed phantom possesses the target optical properties, the

bulk optical properties are measured and compared against Mie theory predictions.

A common technique for doing this is the IAD method. The IAD algorithm is an

inverse radiative transfer approach that uses measured reflectance and transmittance

data (often obtained experimentally with an integrating sphere setup) to infer the

sample’s U, Uy, and g.

In practice, three measurements are taken of the scattering sample [180]:

1. the reflectance, Mg - which is a measure of the amount of light reflected by a

scattering medium normalised by the incident light.

2. the transmittance, Mt - which is a measure of the amount of light that passes
through a scattering medium normalised by the light that would have passed

had the medium not existed.

3. the unscattered transmittance, My - which is a measure of the amount of light
that passes through a scattering medium without being scattered, normalised

by the light that would have passed without the medium.

The IAD program then iteratively adjusts guessed values of L, U,, and g in a radia-
tive transport model (using adding-doubling) until the calculated values match the

measurements [181].

In the context of Mie-based phantoms, IAD serves as a crucial validation step.
Because it is possible to predict iy and g from Mie theory, those predictions can
be compared against the properties retrieved by IAD from experimental data. Cook
et al. and Grohl ef al. have used IAD to measure the scattering and absorption
properties of tissue-mimicking phantoms for PAI [182, 183]. Troy and Thennadil
use IAD to measure the optical properties of human skin in the NIR wavelength

range [184].
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Overall, the combination of Mie theory for a priori design and the IAD method
for a posteriori optical property validation is a well-established approach in tissue
phantom development. This background provides the theoretical basis for designing

sphere-based replica media for use with the T-matrix method.

4.1.5 Macroscale validation techniques

The purpose of IAD validation is to ensure that a given synthetic scattering medium
has been designed and constructed appropriately - that it can replicate the optical

properties predicted by Mie theory.

Ultimately, the critical question is: Is light propagating through the medium as
expected? In this sense, the Mie theory and FDTD method from Chapter 3 were
used to validate the microscale implementation of the framework. Are spheres
being placed appropriately? Are the field calculations accurate? Are there bugs
in the T-matrix codes? Meanwhile, IAD will be used to validate the mesoscale
elements of light propagation. Does the statistical description of light propagation
through a given medium (as defined by the scattering coefficient and anisotropy)

match theory?

The final two validation methods extend this approach further, probing the
macroscale consequences of light transport. Monte Carlo simulations provide an
ensemble-averaged solution to the radiative transport equation, describing how light
propagates when interference is averaged out. Comparison between Monte Carlo
fluence distributions and ensemble-averaged T-matrix fields therefore tests whether
the emergent behaviour of the medium reproduces the expected macroscopic light
transport. The agreement between the two validates not only the domain design but

also the statistical behaviour of light propagation across many instances.

On the other hand, memory-effect correlations focus on secondary features of

scattered light fields that arise from the deterministic nature of light scattering and
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interference. The angular memory effect, for example, captures how transmit-
ted speckle patterns decorrelate gradually under small changes in incident angle.
Demonstrating that simulated media can reproduce these correlations confirms that
the framework can model second-order speckle properties that are known from

experiment and theory.

Together, Monte Carlo and memory-effect validation ensure that the framework
can model the emergent statistical and correlation behaviours of light in complex
media. This builds confidence that the framework can be reliable at modelling light

focusing via WFS.

4.2 Methods

4.2.1 Defining generic tissue optical properties

4.2.1.1 Absorption coefficient
“Ex vivo” volume fraction measurements for various tissues are provided by
Jacques [21]. For example, skin dermis can be described using the following vol-

ume fractions [176], with the volume fractions being defined by Equation 4.1:

B =0.002

$=0.70

W =0.65
« M=0
« F=0

Consider a sample of skin dermis being illuminated by either the ubiquitous He-Ne
(A=633nm) or Nd:YAG (A=1064nm) lasers. Using the volume fractions defined
above and the absorption coefficients specified in Figure 4.1 with Equation 4.1

allows Table 4.1 to be constructed:
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Tissue constituent Absorption coefficient [cm™ H Volume Fraction Adjusted absorption coefficient [cm™ h
633nm 1064nm 633nm 1064nm
Oxygenated blood 2.744 3.502 0.0014 0.0038416 0.0049028
Deoxygenated blood 25.337 0.373 0.0006 0.0152022 0.0002238
Water 0.003 0.120 0.65 0.00195 0.078
Melanosome 309.575 54.919 0 0 0
Fat (Pig) 0.00121 0.142 0 0 0

Table 4.1: Absorption coefficients and volume fraction adjusted values for various con-
stituents of biological tissue at 633 nm and 1064 nm.

Therefore, the absorption coefficient of a generic biological tissue is defined as
the sum of the adjusted absorption coefficients at each wavelength of interest.
This is calculated to be 2.099 x 1073 mm ™! at 633nm and 8.313 x 1073 mm ™! at

1064nm.

4.2.1.2 Scattering coefficient

“Ex vivo” measurements of the scattering properties of biological tissue have been

calculated as [175, 21]:
* K 500mm =202 cm”!
« f=0.18
* bpie = 0.638

Which, according to Equation 4.2, results in a tissue with a reduced scattering co-
efficient of 15.6 cm™! at 633 nm. With an anisotropy of 0.9 [21], this results in a

tissue with a scattering coefficient of 15.6 mm~!.

4.2.1.3 Generic tissue optical properties

Ultimately, for most soft tissues and in the 600-1000 nm “optical window”,
Us > U,. For instance, in human dermis at 633 nm, L is many orders of mag-
nitude greater than the scattering coefficient [172, 21].

I and

This is supported by our calculation of p, and , at 2.099 x 1073 mm~
15.6 mm~! respectively at 633 nm. As such, absorption is not modelled when

designing the computational framework. This simplification of the physics is made
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under the assumption that absorption has a negligible impact on the light propaga-
tion (at millimetre depths and visible and NIR wavelengths), and is an assumption

used by the existing models of WES discussed in Section 2.3.2.

4.2.2 Generating discrete particle domains

4.2.2.1 Design methodology

A given “recipe” for producing sphere suspensions with desired macroscale prop-
erties can be obtained by solving a linear problem defined by Mie theory. In
practice, because the coefficients depend nonlinearly on the sphere size and refrac-
tive index, the solution is found by searching over candidate sphere parameters and

selecting those that minimise the mismatch between predicted and target properties.

To identify as many viable designs as possible, an exhaustive parameter search
was performed. Matzler’s Mie code [178] was used to calculate the scattering
coefficient and anisotropy across all domains, with sphere refractive indices rang-
ing from 1.34 < ng < 2.6, volume densities from 0.0001 < vy < 0.05, and radii
from 0.05 < r <2 um. The background refractive index was set equal to water at
n, = 1.33, and the wavelength was defined as A = 633 nm and A = 1064 nm. This
simulation took one week on UCL’s "Myriad’ cluster. Upon completion, a 12 GB

database of ~25 million discrete particle domains was generated.

Matzler’s code was validated (not shown) against the three other codes, Scott
Prahl’s online OMLC solver [177], Kuan Fang Ren’s ABsphere [169], and an in-
house Mie code by Peter Munro [168].

The process of selecting an appropriate recipe to produce a medium with a given

target scattering coefficient and anisotropy was as follows:

1. Define target bulk properties (g and g, at a wavelength A. For example,
consider the generic biological tissue defined in Section 4.2.1.3, for which

Uy =15.6 mm~! and g = 0.9 at 633 nm.
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2. Search through the database of ~25 million discrete particle domains and
identify domains with values of s and g that match the target medium within

a given tolerance.

3. Construct a discrete particle domain by pseudorandomly placing N non-
overlapping spheres in a bounding volume (using the pseudorandom place-

ment method described in Section 3.3.3).

4. Export sphere centres, radii, and refractive indices to the input format required

by the T-matrix solver.

4.2.2.2 Design considerations

There is a hidden step between the second and third processes defined above. In
practice, multiple domains can exist with the desired optical properties with differ-
ent permutations of scattering spheres. These optically identical discrete particle
domains are called “candidate” domains - domains with the correct target optical
properties but a distinct “recipe”, e.g. sphere sizes, refractive index contrast or con-
centration. To select the optimal candidate domain, appropriate evaluation criteria

must be selected.

Experimental constraints are useful for removing unviable candidate domains.
Common scatterers, such as rutile titanium dioxide particles or silica microbeads,
have defined refractive indices and can only be manufactured at specific particle
sizes. This simplifies the design of a discrete particle domain, but makes it more
difficult to create a given domain with specific target optical properties. This is
because not all constituent scatterers are able to generate discrete particle domains
with a particular set of target optical properties. For example, rutile titanium diox-
ide has a refractive index of 2.5836 at A = 633 nm and is commonly manufactured
with a radius of approximately 1 um [185]. Therefore, it is only possible to vary
the volume concentration of the domain, the background refractive index, or the
wavelength of the incident light. To visualise the optical properties of the domains

that can be generated with rutile titanium dioxide, Mie theory was used to calculate



4.2. Methods 108

the scattering coefficient and anisotropy for a series of titanium dioxide discrete
particle instances. The instances had a fixed refractive index of 2.5836, a back-
ground refractive index of 1.33 and a radius of 1 um [185]. The volume fraction

was varied from 0.005 to 0.4, and the wavelength from 200 to 1200 nm. Results are

plotted in Figure 4.3.
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Figure 4.3: Using Mie theory to determine the scattering coefficient (left) and anisotropy
(right) of a discrete particle domain comprised of rutile titanium dioxide scatter-
ers with sphere radius of 1 pm and a refractive index = 2.5836 in a background
with a refractive index = 1.33. The volume fraction was varied from 0.005 to
0.4 and the wavelength from 200 to 1200 nm.

As shown in Figure 4.3, generating a domain with an anisotropy over 0.7 is difficult
using titanium dioxide particles. As such, while titanium dioxide domains can be
constructed to replicate the scattering coefficient of biological tissue (by changing
the concentration), replicating tissue’s highly forward scattering nature is challeng-
ing. This is made more challenging as anisotropy is defined on a per-sphere basis,
as shown in Figure 4.3. Anisotropy does not change as the volume concentration of

the discrete particle domain is increased.

Scattering coefficients are generally easier to match than anisotropies. This is
because the scattering coefficient scales linearly with the volume concentration of
scatterers, as shown in Figure 4.3. There are some limitations to this, however. Mie
theory becomes invalid when the scatterer concentration is too high due to near-field

interactions between particles. Moreover, random placement algorithms fail when
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packing spheres into domains with a very high concentration, necessitating the use
of a packing algorithm such as Lubachevsky-Stillinger or Jodrey—Tory algorithm
[186].

In this thesis, a computational framework is constructed for modelling WFS, and
as such, the experimental design constraints discussed above do not have to apply.
Researchers have significantly more freedom in designing the parameters of a dis-
crete particle domain. Consequently, more viable “candidate” exist, and another
selection method is required. The process of deciding on the ideal “candidate”

domain will be discussed in Section 4.4.1.

4.2.3 Measuring, reflectance, transmittance and ballistic light

Values of the reflectance, Mg, and the transmittance, My, required by IAD to
calculate the optical properties of a medium are experimentally measured using
integrating spheres placed before and after the medium [180]. Measuring the un-
scattered transmittance, My, is accomplished by placing a detector at some distance
away from the scattering medium, directly in the path of the Gaussian beam. An
aperture is used to spatially filter the scattered light, such that only the unscattered
light is detected. In this section, a process to replicate the experimental measure-

ment of these IAD inputs in silico is formulated.

Measuring Mg and M7 of a scattering medium is relatively simple. The total
light intensity on a plane directly in front of and behind the medium can be directly
measured using the T-matrix method as a Gaussian beam is simulated propagating
through the medium. Mg and M7 can then be normalised by measuring the intensity
across the same planes with the scattering medium removed. In practice, this was
achieved by using the T-matrix codes (CELES or MSTM) to simulate a medium
with a single sphere of the same refractive index as the background. A diagram

depicting the measurement of these IAD values is shown in Figure 4.4.

Measuring My 1s more challenging. Three approaches can be used:
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Figure 4.4: In IAD, measurements of the reflectance, transmittance and ballistic light com-
ponent can be used to calculate the optical properties of a scattering medium.
Using the T-Matrix method, the scattering of an incident Gaussian beam is
simulated, and the reflectance and transmittance are measured by evaluating
the near-field intensity across the two planes shown. To measure ballistic light,
the measured intensity is obtained at multiple distances behind the scatterer,
simulating the effect of spatial filtering using an aperture.

* Do not measure My . Instead, use the expected value of g derived from the
Mie theory. The IAD software can use this anisotropy, combined with the
measured values of Mr and M7, to model the scattering coefficient of the

scattering medium.

* Do not measure My . Instead, use a value of g directly derived from the aver-
age cosine of the scattered light around the scattering medium. The T-matrix
method can be used to directly calculate the scattering phase function, from

which the anisotropy can be derived.

* Measure the ballistic light along a profile behind the medium that runs parallel
to the direction of propagation. Average the intensity along this profile to

measure the ballistic light.

The effects of each method on the IAD calculation of the optical properties of the

medium will be discussed in Section 4.3.2.
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Note from Figure 4.4 that any light that escapes from the sides of the medium
would not be detected by either the reflectance or transmittance planes. This is an
experimental and computational limitation of IAD that can be minimised through
the appropriate design of the scattering medium. By minimising the size of the
incident Gaussian beam and maximising the diameter of the scattering medium, it
is possible to reduce the amount of light escaping from the sides of the medium

[180]

For the purposes of validation, two simulation mediums were created for use with
IAD. First, a special IAD-specific titanium dioxide medium with geometrical con-
straints designed to carefully minimise light escaping from the sides of the medium.
Specifically, size constraints were imposed on this domain such that the radius must
be x2 the thickness, 0, and the width of the incident Gaussian beam must be less
than 1/2th the domain radius to further minimise light escaping from the sides.
Second, a titanium dioxide phantom designed to replicate the seminal Vellekoop
and Mosk WEFS demonstration [7]. This phantom was designed to be useful for
later simulations of WFES, and as such, its validation with IAD would be founda-
tional for demonstrating the computational framework’s ability to model WFS. The

construction of these two domains will be discussed in Section 4.3.1.

4.3 Validation

4.3.1 Creating titanium dioxide validation phantoms

To validate the method of creating discrete particle domains with target scattering
coefficients and anisotropies, appropriate domains must be constructed for valida-
tion purposes. As mentioned, two domains have been designed for this role. Firstly,
an IAD-specific highly-constrained geometry designed to work well with the limita-
tions of the IAD model. Secondly, a more experimentally viable simulation medium

that would be reused for later simulations involving the modelling of WES.
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4.3.1.1 Geometrically constrained phantom

The first discrete particle domain was constructed with spheres that have a diameter
of 1um, a refractive index of 2.6 and a packing density of 0.25%. The background
refractive index was 1.33, and the wavelength of the incident light was 633 nm. Mie
theory predicts that this recipe would create a scattering medium with a scattering

coefficient and anisotropy of ft; = 93.98cm ™! and g = 0.4841, respectively.

The overall medium geometry was constrained to minimise the proportion of light
escaping from the sides of the simulation - a common cause of error in IAD [181].
A sphere count of 10000 spheres was first defined to ensure multiple scattering and
minimise the scattering impact of any given sphere. Then a geometrical constraint
was applied to a bounding cylinder containing these 10000 spheres: the radius of
the cylinder must be x2 the thickness. This constraint was plotted on Figure 4.5,
and the intersecting lines were used to determine the optimal domain size. This size
was determined to be “hockey puck” shaped geometry with a radius of 69.3361 pm
and a depth of 34.6681 um. This domain can be seen in Figure 4.5.
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Figure 4.5: Left) The titanium dioxide discrete particle medium optimised for IAD sim-
ulation. 10000 spheres are constrained by a disk of radius 69.3361 um and
depth 34.6681 um. Sphere density is 0.25%. This geometry was designed
to minimise the proportion of light that escapes from the sides of the simula-
tion. Right) Determining the optimum radius and depth for the IAD validation
medium. A constraint is applied such that the radius must be double the depth
of the bounding cylinder, leading to a “hockey puck” geometry.
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4.3.1.2 Vellekoop and Mosk phantom

As the purpose of this thesis is to construct a computational framework for mod-
elling light propagation and simulating WFES, a discrete particle validation domain
was designed that emulates the titanium dioxide phantoms used in seminal WFS
experiments. Specifically, the domain was designed to replicate the 10 um thick
white paint layer used by Vellekoop and Mosk in their original demonstration of
optical focusing through turbid media [7]. Moreover, titanium dioxide scattering
inclusions are a common component of experimental tissue-mimicking phantoms,

as discussed in Section 4.1.3.

The target optical properties were selected based on the TMFP provided in their pa-
per [7], which is approximately 5 um. Specific scattering coefficient and anisotropy
values were not provided. Instead, Mie theory was used to determine these values
using a modified version of the method described in Section 4.2.2. Rather than
designing a domain to fit a specific scattering coefficient and anisotropy, a target
TMFP was defined (which is a function of scattering coefficient and anisotropy as
defined in Section 2.1.1). It was discovered that a domain with a TMPF of ~5 pm
could be generated when ;=445 mm~! and g=0.55. It was determined from the
data in Figure 4.3 that a volume fraction of 0.26 at a wavelength of 633 nm was
capable of generating a domain that matched the target scattering coefficient and
anisotropy with < 1% error. The final “recipe” for this titanium dioxide domain

was:
* Sphere refractive index = 2.5836
* Background refractive index = 1.33
* Sphere radius = 1 uym
* Volume fraction = 0.26

* Wavelength = 0.633 nm
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Using the pseudorandom placement method described in Section 3.3.3, a
100x100x10 um? volume was populated with the spheres described above. The
central 30x30x10 um?® subsection of the resulting discrete particle volume is shown
in Figure 4.6 (a magnified view of the domain makes it easier to visualise the

individual spheres).

Figure 4.6: Titanium dioxide discrete particle domain designed to replicate the scatter-
ing layer used in Vellekoop and Mosk’s original demonstration of WES. A
100x100x10 um?® volume is populated with 1 um at a volume density of 0.26
using the pseudorandom placement method described in Section 4.2.2. Shown
here is the inner 30x30x10 um?® volume so the spheres can be visualised more
clearly.

4.3.2 Inverse adding doubling

A Gaussian beam of A = 633 nm was simulated propagating through the geometri-
cally constrained “hockey-puck’” domain using MSTM, running on Zeus. As shown
in Figure 4.4, the field was evaluated at the transmittance and reflectance planes,
as illustrated in Figure 4.7. By normalising these fields against free-space propa-
gation, the diffuse reflectance Mg and diffuse transmittance M7 were determined.

In addition, a profile along the optical axis was extracted, from which the ballistic
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component My was estimated by averaging the on-axis intensity beyond the scat-

tering layer (see Figure 4.7).
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Figure 4.7: The transmittance, reflectance and ballistic profile for a Gaussian beam incident
on a scattering medium calculated using the T-matrix method. The simulated
discrete particle model is shown in Figure 4.6. By normalising the intensity in
the transmittance and reflectance planes by the free propagation measurement,
M7 and Mg can be determined. My is measured by averaging the intensity
along the axis of beam propagation after the scattering medium (represented by
the two dashed red lines). The white circles show the boundary of the scattering
disk.

As mentioned in Section 4.2.3, three methods have been created for providing
a measurement of anisotropy or the ballistic component required by IAD. First,
anisotropy can be taken directly from Mie theory, thereby avoiding explicit mea-

surement of My. Second, anisotropy can be directly derived from the scattering
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phase function. Third, My can be measured directly from the transmitted field

along the optical axis.

The IAD-derived values of scattering coefficient and anisotropy, for each method,

are shown in Table 4.2.

Optical property Mie Theory g direct Mie g phase function My measured

s (cm™1) 93.98 90.90£12.12 89.56 £4.94 87.11£3.31
g 0.48 0.48 0.44£0.06 0.39+£0.04

Table 4.2: IAD derived optical properties for the geometrically optimised validation. g di-
rect Mie refers to using the Mie theory-estimated value of anisotropy as an input.
g phase function refers to calculating the anisotropy from the average cosine of
the scattering phase function (MSTM has a built-in function to automate this).
My measured refers to measuring the unscattered ballistic component by aver-
aging along a ballistic profile behind the medium, as shown in 4.4.

Each technique demonstrates close agreement between the optical properties de-
rived from TAD and those predicted by Mie theory. Across all three strategies for
estimating the ballistic component or anisotropy, the scattering coefficients fell
within a narrow range around the theoretical value of 93.98 cm~!. The smallest
deviation was observed when the anisotropy was fixed directly from Mie theory,
yielding u; = 90.9 4+ 12.1 cm~!'. Comparable results were obtained when the
anisotropy was computed from the scattering phase function (89.6 +4.9 cm™!)

and when the ballistic transmission was measured directly from the axial profile

(87.1+3.3cm™ ).

The retrieved anisotropy values show a similar pattern. Both the Mie-based input
and phase-function calculation reproduced values close to the theoretical estimate
of g = 0.48. The phase-function method produced a slightly lower mean anisotropy
(0.44 4+ 0.06), while the ballistic measurement approach gave the lowest value
(0.39£0.04). This systematic reduction is consistent with the increased sensitivity
of the direct ballistic measurement to multiple scattering, which can cause a modest

underestimation of forward scattering strength.
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To investigate the Vellekoop and Mosk experimentally relevant titanium dioxide
domain, the final approach of measuring M, directly was used. This is because it
most closely matches experimental practice while still being a sufficiently accurate

method of validating the optical properties of a given domain.

To this end, the above approach was applied to the titanium dioxide phantom
designed to replicate the seminal Vellekoop and Mosk demonstration of WFES. The
target properties were (i, = 445 mm~! and g = 0.55 (transport mean free path
~ 5 um). A 30 x 30 x 10 um domain was populated with 1 um spheres at a
concentration of 0.26, embedded in water (n = 1.33). The simulation geometry is

shown in Figure 4.8a.
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Figure 4.8: Validating the medium design process by simulating material characterisation
experiments. a) Setup: a Gaussian beam (A = 633 nm) was incident upon
a diffusive layer of titanium dioxide spheres (radius 1 pum, refractive index
2.6, concentration 0.26 by volume) embedded in a homogeneous background
(n=1.33). b—c) Intensity distributions in the “reflectance” and “transmittance”
planes labelled in subfigure a).

Normalised field distributions in the reflectance and transmittance planes are pre-
sented in Figure 4.8b and c. As expected, in the reflectance plane, the intensity
distribution was smooth and Gaussian-shaped, with only slight perturbations due to
backscattering. Across the transmittance plane, the profile is still roughly Gaussian;
however, the intensity distribution is more irregular and speckled due to multiple
scattering across the thin layer. To calculate the unscattered transmittance, the
intensity was integrated along a 10 um long line along the optical axis behind the

layer (not plotted).
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IAD was used to estimate the scattering coefficient and anisotropy based on the
derived values of Mg, My, and M7. The scattering coefficient was calculated to be
445 mm~! and the anisotropy 0.56. This results in a transport mean free path of
5.1 um. As these agreed closely with the design parameters, this verified the design
process. This demonstrates that IAD provides a robust independent validation of

the medium design process.

4.3.3 Monte Carlo

Monte Carlo modelling provides a statistical solution to the radiative transport equa-
tion by simulating the trajectories of individual photons as they undergo successive
scattering and absorption events. Unlike full-wave methods, it does not resolve
interference effects; instead, it yields the ensemble-averaged fluence distribution
corresponding to a medium with given optical properties. As mentioned in Section
4.1.5, Monte Carlo can be used as a technique to validate the macroscale nature of
light propagation through the medium, independent of any given discrete particle

instance.

To this end, a Gaussian beam was first simulated propagating through the ex-
perimentally inspired titanium dioxide phantom from Figure 5.3. The Gaussian
beam had a full-width at half-maximum width of 10 um at a wavelength of 633 nm.
The magnitude of the electric field was calculated in an axial plane bisecting the

layer and plotted in Figure 4.9a.

As expected, when entering the titanium dioxide layer, the Gaussian-shaped beam
loses coherence and breaks up. This occurs most prominently halfway through the
medium, corresponding to a depth of ~1 TMFP. Beyond the medium, the light
forms complex interference patterns with fine spatial structure inside the layer, ex-

panding outward as the light begins to propagate in free space beyond the medium.

Each T-matrix simulation yields the exact field for a single, plausible instance of
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Figure 4.9: Simulation of Gaussian beam propagation through a diffusive titanium dioxide
medium. The plots show the spatially-resolved electric field magnitudes (|E|)
and normalised fluences (|®|) in a plane bisecting the layer: (a) calculated us-
ing a T-matrix simulation; (b) averaged over 1000 repeats with different sphere
arrangements; (c) obtained with Monte Carlo. The incident light was a Gaus-
sian beam (10 pum FWHM, lambda = 633 nm, travelling left-to-right). The
boundaries of the layer are shown by the white lines.

the titanium dioxide discrete particle domain. Different pseudorandom placements
of spheres using the same recipe generate unique speckle patterns, but each is (in
theory) representative of the same mesoscale scattering medium. By repeating the
simulation across many such instances, it is possible to average out the diversity of
any individual field and construct an ensemble model of light propagation through

the medium.

Averaging over 1000 instances produced the distribution shown in Figure 4.9b,
where the speckle structure vanishes, leaving a smooth intensity profile. This

ensemble-averaged field can be compared with the fluence profile generated by the
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Monte Carlo method of simulating light propagation.

To generate a Monte Carlo fluence profile, a titanium dioxide layer of thickness
10 um was modelled using Monte Carlo (ValoMC [187]). The bulk optical prop-
erties used as inputs were those derived from Mie theory for the discrete particle
recipe described in Section 4.3.1, namely a scattering coefficient y; = 445 mm~!, an
anisotropy factor g = 0.55, and a refractive index-matched background (n = 1.33).

The absorption coefficient was set to zero, consistent with the medium’s weakly

absorbing nature.

The Monte Carlo fluence distribution was normalised to the incident fluence and
visualised in Figure 4.9c. The profile shows the expected smooth decay of inten-
sity with depth into the medium, broadened laterally by multiple scattering. No
speckle structure is present, as the method yields an ensemble-averaged solution to
the radiative transport equation. This distribution is visually indistinguishable from
the ensemble-averaged T-matrix field shown in Figure 4.9b. Quantitative compar-
ison confirms this agreement, with a normalised RMSE between the two profiles
of less than 4%, demonstrating that the T-matrix framework reproduces the same

macroscopic light transport behaviour as Monte Carlo modelling.

4.3.4 Memory effects

Using the validation approaches demonstrated so far, it has been possible to demon-
strate that the designed discrete particle mediums are able to reproduce bespoke
optical properties (IAD) and, when averaged over many instances, model bulk
light transport correctly (Monte Carlo). However, a given replica medium should
also be capable of modelling the higher-order correlation phenomena observed in
experimentally-derived speckle fields. The angular memory effect (AME) - which
is the small tilt invariance of the transmitted speckle pattern - provides a method
of validation. Demonstrating AME in silico confirms that the discrete particle
framework preserves subtle speckle correlations arising from deterministic multi-

ple scattering. This is an important feature for the motivation of wanting to model
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light focusing via WES in subsequent chapters.

A tissue-like discrete particle domain was designed using Mie theory to match
the properties of biological tissue at A = 633 nm. As discussed in Section 4.2.1, a
generic tissue has iy = 15.6 mm~! and g = 0.9. A bounding volume was created
that measured 200 x 200 x 100 um?> and comprised spheres of radius 1.72 um and
refractive index n = 1.6 embedded in a background of n = 1.33 at a volume fraction
of 0.0077. This recipe was randomly chosen from the available candidate domains

able to generate a medium with tissue-like optical properties.

Light propagation through this domain was simulated using CELES [129] on Myr-
iad. Forty-one plane waves with polar angles from 0° to 4° were incident. For each
angle, the complex transmitted field was recorded on a 50 x 50 um? plane behind

the medium. This field is shown in Figure 4.10.
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Figure 4.10: a) Diagram of angular memory effect simulations through a tissue-like do-
main. Light incident on a tissue-like discrete particle domain is scattered, and
a speckle pattern is generated on a plane behind the medium. As the incident
angle is shifted, the speckle pattern begins to decorrelate. b) The correlation
coefficient of each speckle pattern (as determined by the cross-correlation co-
efficient) is plotted as a function of the angle of the incident light.

As shown in Figure 4.10, a plane wave propagating through the tissue-like domain

is scattered and a speckle pattern is generated on a plane behind the medium. When
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the angle of the incident light is varied, the speckle pattern begins to gradually
decorrelate, which can be visualised in Figure 4.10a by highlighting the decorrela-

tion of a small feature within the large speckle.

To quantify this decorrelation, the cross-correlation coefficient between speckle
resulting from a normally incident plane wave, and speckle patterns produced by
plane waves incident at varying angles is plotted in Figure 4.10b. Simulations were

repeated 5 times with different instances of the tissue-like domain.

The measured correlation curves (Fig. 4.10b) display the characteristic bell-shaped
profile of the AME: correlations remain high for small input tilts and decay
smoothly with increasing angle. The curves were consistent across the five in-
dependent realisations, indicating that the effect is a property of the recipe-defined

medium rather than a specific particle arrangement.

These results confirm that the designed tissue-like media reproduce expected angu-
lar speckle correlations, thereby validating the framework at the macroscale level.
The AME behaviour observed here is qualitatively consistent with theory and prior
experiments in highly anisotropic media [97]. Note that existing attempts to sim-
ulate angular correlations in scattering media using less rigorous techniques like

random phase screens failed to model the correlations accurately [97].

4.4 Optimisation of discrete particle domains

The generation of discrete particle domains described in Section 4.2.2 yields not
a single solution but a set of viable candidate domains. Each candidate domain
satisfies the target bulk optical properties but differs in the microscopic “recipe”
of sphere radius, refractive index, and concentration. Optimisation is therefore
required to identify the most suitable candidate domain for subsequent T-matrix

simulations.
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This optimisation process has two components. The first concerns the selection
of the optimal recipe from the list of viable candidates. As discussed previously,
domains with equivalent macroscopic scattering behaviour can differ substantially
in their computational cost when simulated. This is because the scaling behaviour
of the T-matrix method scales with the number of spheres, and the truncation order
(see Section 3.2.4). By evaluating candidate recipes using criteria such as the total
number of linear equations to be solved, it is possible to identify computationally

efficient domains with the desired optical properties.

The second component concerns specific geometrical constraints used to gener-
ate a given discrete particle instance. Once the optimal recipe is selected, a domain
must be populated with individual spheres. The width of this simulation domain
must be wide enough to minimise light escaping the sides of the simulation, but a

narrower domain is more computationally efficient.

Together, these optimisation steps (sphere design and domain width) can be used to
enable efficient T-matrix simulations of light propagation through discrete particle

media.

4.4.1 Optimising the sphere design

One approach to optimising the computational efficiency of the discrete particle do-
main is to optimise the design of the constituent spheres. As mentioned in Section
4.2.2, an exhaustive search was undertaken to explore the discrete particle param-
eter space, which generated a 12 GB database of ~25 million discrete particle

domains.

As shown in Figure 4.3, a given domain with desired optical properties can be
created in many ways using different permutations of scattering spheres. These
optically identical discrete particle domains are called “candidate” domains - do-
mains with the correct target optical properties but a distinct “recipe”, e.g. sphere

sizes, refractive index contrast or concentration. To select the optimal candidate
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domain, appropriate evaluation criteria must be selected.

Light propagation is simulated using the T-matrix method, and the computational
efficiency of this method scales quadratically with the total number of linear equa-
tions (see Section 3.2.4). As such, candidate domains are evaluated based on the
total number of linear equations created using a T-matrix formulation of the scatter-
ing problem - effectively a measure of computational efficiency. This is important
as the computational complexity of simulating these candidate domains can vary
by over an order of magnitude. The total number of linear equations 7 is given by

Equation 3.19, which is repeated below:
T =2N;Ls(Ls+2) (4.14)
Where N; is the total number of spheres in a given discrete particle domain of vol-

ume V, which is a function of the volume density v, and radius r:

VVf
Ns = a3
3

(4.15)

L; is the truncation order of the vector spherical wave function expansion and can

be estimated using Wiscombe’s criterion [161]:

(

x+4x3 41, 0.02<x<8

Ly = x44.05x13+2, 8<x<4200 (4.16)

x+4x1/3 42, 4200 < x < 20000
\

Where x is the size parameter of the constituent spheres, x = %

The design goal is to find the correct combination of radius, refractive index and
volume density that produces the lowest total number of linear equations while
producing a domain with the target scattering coefficient and anisotropy. There

are therefore two conflicting parameters to maximise and minimise, respectively.
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Larger spheres at a lower concentration have a greater volume efficiency and conse-
quently fewer are needed for a given domain, but larger spheres necessitate a much

larger truncation order.

The process of optimising a discrete particle domain is as follows. The discrete
particle database is searched to isolate the entries that generate domains with a
scattering coefficient and anisotropy sufficiently close to target values. The list of
viable domains is known as the candidate domains. To select the optimally efficient
candidate, a 100 ,um3 sample volume is constructed, such that the total number of
spheres can be determined from 4.15. Likewise, the truncation order is determined
using Wiscombe’s criterion (Equation 4.16). These values are applied to Equation
4.14 to determine the number of equations that need to be solved using the T-matrix
method. The optimal candidate domain is therefore the domain that has the low-
est number of linear equations. This optimal discrete particle “recipe” is used to
populate a volume using the pseudorandom placement method described in Section

4.2.2.

To demonstrate the optimisation process, consider the process of designing a tissue-
like discrete particle domain using the method described in 4.2.2. Section 4.2.1 de-

I and

fined generic tissue optical properties as a scattering coefficient of 15.6 mm™
an anisotropy of 0.9 at 633 nm. The discrete particle database created in Section
4.4.1 was searched to find “recipes” that produce a discrete particle “candidate”
domain with matching optical properties, specifically a scattering coefficient of
15.6+0.05 mm~! and an anisotropy of 0.9 &0.005. Multiple candidate domains
are found. A 100 pm3 sample volume is constructed, such that the total number of
spheres can be determined from Equation 4.15. The truncation order is determined
using Wiscombe’s criterion (Equation 4.16). These values are applied to Equation
3.19 to determine the number of equations that need to be solved using the T-matrix

method. The candidate domains, and their associated number of linear equations,

are plotted in Figure 4.11.
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Figure 4.11: Fully dimensional visualisation of candidate discrete particle domains that
achieve a scattering coefficient of 15.6 +0.05mm ™! and an anisotropy of
0.9 +0.005 (at a wavelength of A = 633 nm). The black diamond indicates
the discrete particle domain with the fewest number of linear equations, and
therefore the most computationally efficient. This optimum domain is con-
structed from spheres with a radius of 1.72 um a refractive index of 1.60 and
a density of 0.77% by volume.

The most efficient domain has been determined as the one with the lowest number
of linear equations, and is shown in Figure 4.11 by the black diamond. This domain
is constructed from spheres with a radius of 1.72 um a refractive index of 1.60 and

a density of 0.77% by volume for a wavelength of 633 nm.

4.4.2 Optimising the medium width

Equation 3.19 shows that the computational complexity of the T-matrix method
scales with the number of spheres. The number of spheres can be minimised by
optimisation of the discrete particle “recipe”, as shown above. The number of

spheres can also be minimised by simply decreasing the overall simulation volume.
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For example, consider simulating light propagation through a X um deep “tissue-
like” discrete particle domain: how wide does the domain need to be? An insuffi-
ciently sized domain would allow a disproportionate amount of light to escape from
the sides of the simulation. In theory, there is a relative “sweet spot” of domain
width that is narrow enough to appropriately model the coherent phenomena of

interest but not wide too be computationally inefficient.

In most computational methods, this optimisation is performed via convergence
testing. Parameters such as simulation width or mesh density are increased until
key measured quantities converge. However convergence takes a long time and the
quantities used to assess convergence may not be representative of the convergence
of the entire simulation. For example, a given speckle pattern may converge, but
derived phenomena such as memory correlations or focus generation via WES may

still remain unconverged.

To optimise the width of a simulation medium faster and more accurately, a new
metric was created that could quantify how much light reached a target window for
a given domain. This technique is called photons retained. Photons retained is a
measure of the proportion of light entering a simulation that stays confined within
the simulation boundaries - rather than escaping from the sides of the simulation

volume.

The Monte Carlo method (see Section 2.3.5.3) was used to simulate the frac-
tion of propagating light that reaches a target region. As the goal of this thesis is to
model WFS through a “tissue-like” medium, the optical properties of the simula-
tion medium are chosen to match biological tissue. This means having a scattering

1

coefficient of 10 =mm™" an anisotropy of 0.9 and a refractive index of 1.38 [188].

To determine the optimal simulation width without repeatedly running compu-

tationally expensive forward models, a reverse simulation approach was used.
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Instead of simulating the propagation of light into a medium and measuring how
much reaches a target region, photons were launched from the target region, exploit-
ing the principle of light reversal. The fluence distribution could then be measured
as a function of depth, and thresholded for various simulation widths. This allows
for the proportion of light that would be lost for a given simulation width to be

quantified.

A 1000x1000x200 um? simulation volume was created. The 1000 um width relative
to the 200 um depth makes the simulation volume effectively infinitely large. A 50
pm wide pencil beam of photons was simulated propagating into the “tissue-like”
medium (representing a 50 um target region). Light propagation is simulated using
the Monte Carlo method. The resulting fluence distribution across the 3D volume

is shown in Figure 4.12.
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Figure 4.12: Fluence visualisation resulting from a Monte Carlo simulation of a 50 um
pencil beam propagating through a 1000x1000x200 pum’ “tissue-like” vol-
ume. The fluence profiles derived from this simulation are used to derive the
photons retained metric, which can be used to determine the simulation width
for a given simulation depth. ValoMC was used for the simulation. [187].
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To perform the Monte Carlo simulations, the mesh-based ValoMC was used [187].
Mesh width was defined as 1 um, and all other settings were not changed from the
default. Simulations were performed on Peter Munro’s “Zeus” computer at UCL,
which has two Intel Xeon Gold 6148 CPUs, a NVIDIA Quadro P6000 and 128 GB
of RAM.

The fluence profiles are recorded at a depth of 50, 100, 150 and 200 um across
the 1000 um x-axis. The fluence profile for the 100 um depth is shown in Figure
4.13a.
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Figure 4.13: Graphs from which the photons retained metric can be derived. a) is a plot
of fluence profile across a 1000 um x line at y=0 and z=100 um. A 200 pm
threshold is set. The photons retained metric is defined as the area under
the curve bounded by this threshold relative to the total area under the curve.
This is an effective measure of the proportion of scattered light that would be
lost from a simulation of width X. These derived photons retained values are
plotted in b) for depths of 50, 100, 150 and 200 um.

For a given depth, it is now possible to define a width threshold (e.g. 200 ym was
used in Figure 4.13a). The area under the fluence curve was integrated, and the
proportion of integrated light inside the width threshold is calculated relative to the
total integrated light across all 1000 um profiles. This effectively gives a measure
of how much light would be lost out of the sides of the simulation if the simulation

volume was constrained to a given width.
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Expressed as a percentage, this proportion of thresholded light is defined as the
photons retained metric and is plotted in Figure 4.13b. Using this graph, it is
possible to determine the optimal width of a “fissue-like” simulation of light prop-
agation of a given depth, based on a value judgement of what percentage of photons

retained is satisfactory.

The photons retained metric is ultimately still a provisional method for determining
the optimal width of a simulation domain. While it provides a convenient estimate
of light lost, it rests on several assumptions and simplifications. First, there is no
criterion for what fraction of photons must be retained to ensure accurate modelling
of coherent phenomena. For example, whether 80%, 90%, or 95% retention is

sufficient depends on what is being modelled.

Second, the assumption that the light incident on the target region can be mod-
elled using a 50 um pencil beam is not physically realistic. In reality, scattered
light reaching the target region would have an angular distribution that is a function
of the optical properties of the medium, the total scattering path length, and the
incident light field. As the transport mean free path of this medium is 1 mm, it was
assumed that over a 200 um propagation depth, the scattering would be relatively
weak. In this weakly scattering regime, a non-diffuse, collimated pencil beam was
considered to provide a reasonable approximation to the angular distribution of the

scattered light field.

Additionally, not all photons equally contribute to the development of a speckle
pattern or the properties of coherent phenomena such as WFS or memory ef-
fects. Photons that travel along highly scattered, meandering paths may have highly
unique phase profiles and thus influence interference-based phenomena in unknown
ways. These meandering “snake photons” are more likely to be thresholded out if

a photons retained metric is used.
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Furthermore, the metric does not account for absorption. While absorption is weak
for visible and NIR propagation through biological tissue (see Section 2.1.1), it
may affect some photons disproportionately. For example, the meandering “snake

photons”.

Lastly, the metric assumes a uniform incident field, e.g. a plane wave. If WES
is modelled using the random medium method of modelling input modes (see Sec-
tion 6.4.2), then Gaussian beams are used. In such cases, the required simulation

width may be smaller than that predicted using photons retained.

Ultimately, the photons retained metric was a preliminary investigative technique
used to assess the viability of reducing the width of a given simulation domain.
The results presented in Figure 4.13b were still useful in highlighting the practical
challenges of domain width optimisation. Specifically, they showed that narrow-
ing the simulation domain too aggressively can lead to a greater loss of photons
than expected, particularly as depth increases. Critically, the contributions of these

laterally escaping photons to coherent phenomena are unknown.

4.5 Chapter summary

This chapter developed and validated a framework for designing discrete particle

media compatible with T-matrix simulations. The key contributions are as follows.

First, the mapping from particle-level parameters (sphere radius, refractive index,
and concentration) to bulk optical properties was formalised through Mie theory,
enabling the creation of “recipes” for replica turbid media with bespoke scattering
coefficients and anisotropies. A large-scale exhaustive search generated a database
of over 25 million candidate domains, providing a reusable resource for designing

tissue-like scattering media.

Second, novel optimisation strategies were introduced to improve computational
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efficiency. Candidate domains with equivalent macroscopic properties were com-
pared based on the total number of T-matrix equations, allowing identification of
the most efficient sphere configurations. In addition, the photons retained metric
was proposed as a practical tool for determining optimal medium width, balancing

computational efficiency with accurate modelling of light transport.

Third, a robust validation framework was established. IAD confirmed that de-
signed domains reproduced target scattering coefficients and anisotropies; Monte
Carlo comparisons verified that ensemble-averaged T-matrix simulations repro-
duced correct macroscopic transport behaviour; and angular memory effect studies
demonstrated preservation of higher-order speckle correlations. Together, these
validations confirmed that the framework produces synthetic turbid media with the

correct optical properties across microscopic, mesoscopic, and macroscopic scales.

Overall, this chapter provides a complete and optimised method for designing
T-matrix-compatible scattering media, with reusable tools for recipe selection, val-
idation, and optimisation. These advances establish the foundation for the WFS

simulations that follow.



Chapter 5

Modelling light focusing via

wavefront shaping

In the previous two chapters, a computational framework was constructed and
validated to simulate light propagation through bespoke scattering media. In this
chapter, the framework is used to model the focusing of light through and inside

scattering media via WFS.

The scope and contributions of this chapter are threefold. Firstly, the angular
spectrum method is combined with the T-matrix propagation framework to create a
new method of modelling input modes that is a close computational analogue of ex-
perimental WES setups. Secondly, the seminal experimental demonstration of WFS
by Vellekoop and Mosk [7] is replicated in silico as an optical focus is generated
through a highly scattering titanium dioxide layer. The enhancement of this focus is
validated against theory and found to be consistent with it. Finally, the framework
is extended to provide a preliminary exploration of multi-focal generation and the

role of spatial correlations in determining enhancement.

The chapter proceeds as follows. First, the background of WES is reviewed us-
ing a transmission matrix formalisation. This includes a discussion on the methods
of modelling input modes (experimental design, angular spectrum theory), and

output modes (enhancement theory, N/M). Then, the methods of constructing a
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simulation of light focusing via WFS are constructed. Next, the computational
framework is demonstrated, focusing light through a titanium dioxide layer. The
model is then extended to generate an internal focus and investigate multiple foci.
Finally, the chapter concludes with a discussion of potential directions for further

development and a summary.

5.1 Background

As discussed in Chapter 2, light incident on turbid media scatters, reducing in-
tensity as a function of depth and eroding spatial coherence. This scattering is an
aggregation of numerous small-scale scattering events resulting from microscale
refractive index inhomogeneities within the medium. WES exploits the determinis-
tic nature of this light propagation to compensate for scattering’s deleterious effects
by optimising light propagation through turbid media. In effect, WFS facilitates
the creation of beneficial light patterns, such as optical foci, which result in higher

fluence and improved imaging capabilities [7].

In the previous two chapters, a computational framework has been designed that
couples the full-wave T-matrix method with a discrete particle model of scattering
media. This framework has been extensively validated at the micro-, meso-, and
macroscales. In the following chapter, optical foci are generated through a tita-
nium dioxide phantom, replicating the first experimental demonstrations of WFS

by Vellekoop and Mosk [7].

Recall from Section 2.2.2 that WFS can be formalised through a transmission
matrix framework, which describes the coupling between arbitrary input modes and
output modes across a given medium. Thus, constructing a WFS model involves
three key components: modelling the input modes, the transmission matrix, and the

output modes.
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5.1.1 Modelling input modes

Selecting input modes involves choosing a basis with orthogonal elements that can
be phase or amplitude modulated. As discussed in Section 2.2.1, WFS experiments
use devices like spatial light modulators (SLMs) or digital micromirror devices
(DMDs) to modulate the incident wavefront. By dividing the input beam into many
segments (pixels) and imparting a controllable phase (or amplitude) shift to each,
the SLM effectively prepares a set of input modes that interfere to form a desired

intensity pattern after a scattering sample.

A thin lens then Fourier-transforms this modulated field into an angular distri-
bution of light on the sample [134]. By adjusting the phase of each SLM segment,
experimenters selectively control the angular spectrum of the incident field (albeit
with an unknown mapping between SLM element modulation and the resultant
angular spectrum phase shifts). This direct connection motivates the use of the an-
gular spectrum method as a mathematical framework for representing input modes

when constructing a model of WES.

The angular spectrum method represents an arbitrary optical field as a superpo-
sition of plane waves, each propagating at a different angle. These plane waves
are characterised by their angle of incidence, defined by a polar angle 6 and an

azimuthal angle ¢, and take the general form:
E(x,y,z) = ¢/thrthoths) (5.1)

where k, = ksin0 cos ¢, ky, = ksin0sin ¢, and k, = kcos 8. In practice, the angular
spectrum is discretised into a finite set of plane waves. In the proposed model of
WES, these plane waves are then simulated individually using the T-matrix method.
The T-matrix method calculates the scattered field for each incident angle, thereby
creating a mapping between the input modes (plane waves incident at a particular

angle) and the output modes (light fields at the target region).
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5.1.2 Modelling the transmission matrix

As constructed and validated in Chapter 4, bespoke scattering media can be mod-
elled using the discrete particle approach. In practice, this entails selecting desired
scattering coefficient and anisotropy values and using Mie theory to construct a dis-
crete particle medium with said optical properties. The specific "recipe” for this
domain is defined by sphere radii, refractive indices, and densities. Consequently,
custom scattering media can be constructed and utilised as inputs for a T-matrix

solver.

5.1.3 Modelling output modes

Choice of output modes is similarly arbitrary (e.g., the light field behind a medium
projected onto an imaging device). One advantage of the full-wave T-matrix method
is its ability to evaluate the complex scattered field at arbitrary points, including

within a medium.

In practice, WFS is typically used to focus light into a single output mode, generat-
ing an optical focus through or inside a scattering medium. The spatial modulation
required to generate this focus can either be amplitude-based (e.g. using a DMD)
or phase-based (e.g. using an SLM). The specific method of modulation determines
the maximum possible enhancement, 1, with full phase and amplitude control,

achieving an enhancement of [189]:

npred:a(N_1)+1 (5.2)

where N is the number of elements used to control modulation and o represents an
enhancement factor that can be used to characterise the efficiency of other modula-

tion methods (see Table 5.1).

Another important consideration is the N/M theory, which relates the achievable
enhancement to the ratio of controlled input modes N over the number of output

modes M in the target region. If the focal spot or detection area (region of in-
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Table 5.1: Maximum possible enhancement for different spatial modulation methods. Data
taken from Vellekoop ef al. [34]

Modulation Method «

Full phase /4
Binary phase /7
Binary amplitude 1/2n

terest) encompasses M independent speckle grains (output modes), the maximum
enhancement is effectively diluted over those modes. In general, the enhancement
ratio scales approximately as % (with the same « factor as above) [190]. In other
words, to maximise the focus intensity relative to the background, one should max-
imise N (the number of controllable segments) and minimise M (focus on a single
speckle-sized target if possible). For instance, focusing light onto a single optical
mode (speckle grain) with a high-N SLM can produce enhancements of order N
(thousands-fold intensity increases have been reported [7]), whereas focusing onto
a larger spot that covers multiple speckle grains will yield a lower enhancement

since the same optimised input is shared among M modes.

5.2 Methods

5.2.1 Applying the computational framework

The overall structure of the modelling framework constructed and validated in
Chapters 3 and 4 is shown in Figure 5.1. The process to apply the framework to

model WFS is therefore as follows.

The first step is to construct a simulation domain with prescribed optical prop-
erties using Mie theory, as described in Section 4.2.2. Incident light is then defined
in terms of a set of input modes. These can be individual plane waves or Gaussian
beams, or an angular spectrum that can be independently spatially modulated to
model WFS. The T-matrix method is used to simulate the propagation of each input
mode through the medium (see Section 3.3), yielding complex field distributions

that can be used to model WFS and other coherent phenomena.
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Figure 5.1: Overview of the proposed method for simulating light propagation and mod-

elling WES. Mesoscale optical properties, such as the scattering coefficient and
anisotropy, are specified as targets. Mie theory is used to select appropriate
sphere and medium properties that yield the desired scattering behaviour. The
incident light field (defined as a plane wave, Gaussian beam, or angular spec-
trum) is propagated through the domain using the T-matrix method. This pro-
duces a simulated light field or speckle pattern that can be used to model WFS
or other coherent optical effects.

The process of defining the method for modelling the input modes is now defined.

5.2.2 Angular spectrum modelling of input modes

The complex spatially modulated incident light fields found in WFS are modelled

using an angular spectrum decomposition. As discussed in Section 5.1.1, this ap-

proach is directly analogous to the experimental situation of an SLM and lens. In

the proposed method, the complex input field is broken down into a discrete set

of plane wave modes, each characterised by a unique incident angle (spanning a

chosen range of angles in 0 and ¢). Practically, each plane wave mode is realised as

a separate T-matrix simulation of a collimated beam entering the scattering sample

at that angle.
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Specifically, input modes were sampled uniformly from —10° to +10° in both
angular dimensions, resulting in a total of 441 distinct plane waves. The propaga-
tions of these plane waves are simulated independently using the T-matrix method,

which solves for the complex electric and magnetic fields across a target region.

Modelling input modes using this method has several advantages. First, the in
silico modelling of these input modes can be replicated in experimentation. Each
incident plane wave can be represented on an SLM by applying a linear phase ramp

across its surface.

Second, the method is efficient to simulate. The T-matrix calculations for each
input mode are independent and can be calculated in parallel. Multiple machines or

clusters can be put to work to independently simulate different incident angles.

Third, the mappings between the plane wave input mode and the scattered field can
be reused. Arbitrary complex fields can be represented using an angular spectrum
decomposition. For example, consider simulating the propagation of an arbitrary
incident field through a medium. Rather than run a new T-matrix simulation, the
scattered field can be calculated via superposition of the appropriate spatially modu-
lated plane wave input modes. This assumes enough plane waves have been defined

at an appropriate angular discretisation to represent the incident field.

Fourth, modelling input modes using an angular spectrum enables direct inves-
tigation of other coherent phenomena such as the angular memory effect (AME).
Since each input mode corresponds to a distinct angle of incidence, the degree of

correlation between output speckle patterns provides a way to quantify the AME.

5.2.3 Optimising incident light

To illustrate the proposed method, the generation of an optical focus through a

highly scattering titanium dioxide layer is simulated, as shown in Figure 5.2.
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Figure 5.2: a) Light incident upon a highly scattering medium is multiply-scattered, result-
ing in the production of a fully developed optical speckle pattern forming on a
plane behind the medium. b) Appropriately structured light propagates through
the same medium such that the transmitted field interferes to produce an optical
focus at the same plane in a defined target.

The titanium dioxide discrete particle “recipe” was designed in Section 4.3.1
to match the optical properties used in the seminal Vellekoop and Mosk paper [7].
This domain has a TMPF of ~5 um and a scattering coefficient and anisotropy of
s =445 mm~! and g = 0.55. The wavelength of the incident light was A = 633 nm.
The domain was constructed from 1 um radius spheres with a refractive index of
2.5836 (in a 1.33 background) at a volume fraction of 0.26. A 30x30x10 um> was
populated with these spheres using a pseudorandom positioning method outlined
in Section 4.2.2. Recall that this exact domain has been validated using IAD and

Monte Carlo, as demonstrated in Sections 4.3.2 and 4.3.3 respectively.

5.2.4 Spatially modulating input modes

Once a set of input modes has been defined, the propagation of these plane waves
through the medium is simulated using the T-matrix method. This creates a linear
mapping from input modes to output modes. The output modes are typically de-

fined as a near-field plane of interest inside or past the medium.

The link between each input mode and the output modes is linear - a shift of
27 across the input mode produces a 27 shift across the near-field of the associated
output mode. As the T-matrix method is capable of calculating the complex field,

these phase shifts can be applied to either the input mode (before simulation) or
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after (with post-processing).

The stepwise sequential algorithm was used [49] to determine what phase shift
is needed to model WES and simulate the generation of an optical focus. This is
because the stepwise sequential algorithm is guaranteed to find the optimal spatial
modulation that results in the highest enhancement focus 2.2.3. Briefly, a single
input mode and resulting field were chosen as a reference. The fields resulting
from every input mode were added to this reference, after applying a sequence of
phase shifts (271/64). From each set of resulting fields, the phase shift yielding
the highest intensity at the target location was selected and the corresponding field
stored. Finally, the stored fields were summed together to synthesise the total field

produced by a beam comprising the entire phase-modulated angular spectrum.

A simplified process can be applied for binary phase modulation (see Table 5.1),
with only phase modulations of 0 or 27 being used. The process for binary ampli-
tude modulation is even simpler still. No phase modulation is applied to each input
mode; either the linear combination of the output field and the reference increases
the intensity at the target location or reduces it. Those that resulted in an increase

were stored and summed together to synthesise the optimised field.

5.3 Modelling light focussing

5.3.1 Light propagation through a titanium dioxide domain

Light propagation of a single input mode directly incident on the domain was simu-
lated using CELES on Zeus, and took approximately 4 hours to complete. Specifi-
cally, a plane wave with a wavelength of 633 nm was simulated propagating through
this domain along the z-axis, and the resulting electric field distributions are shown
in Figure 5.3. Visualising the internal and transmitted fields is important as it con-
firms that the Vellekoop and Mosk-inspired phantom is sufficiently scattering to be
useful for modelling WFS. This would be the case if a fully formed speckle pattern

is generated through the medium, as expected after two TMFPs.
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Figure 5.3: Electric field magnitudes resulting from plane wave propagation through a 100x100x10 um? titanium dioxide domain with a TMFP of
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The electric field distributions shown in Figure 5.3 are, firstly, further clear demon-
strations of how the T-matrix method can be used to simulate coherent light prop-
agation through bespoke scattering media. The Figure reveals the emergence of a
fully developed speckle pattern consistent with propagation through approximately

two TMEFPs.

In Figure 5.3a, the magnitude of the electric field is shown across the xz plane
bisecting the medium. The 10 um thick discrete particle medium is delineated by
the dashed white lines. The field before the medium is uniformly more intense than
the field after the medium, consistent with significant light scattering caused by the
titanium dioxide particles. Regular backscattering fringes can be seen in the field
before the medium, arising from the constructive and destructive interference of

backscattered light with the incident plane wave.

Subfigures b) and c) depict the transverse field magnitude distributions at z = 15
um across a 100x100 um? and 50x50 um? plane, respectively. As expected for two
TMFPs, a seemingly random speckle pattern has developed at both scales. The
field statistics were examined and found to be Rayleigh distributed, suggesting that
the speckle was well-developed [167]. The magnitude across the boundaries of b)
is slightly less intense, the result of light escaping from the sides of the simulation.
The inner 50x50 um? plane shown in c) shows the speckle pattern more clearly.
The fully developed speckle field appears as an irregular landscape of light field
peaks and nulls. The brightest spots locally exceed the incident field magnitude
due to constructive interference, while nearby dark spots approach zero amplitude
due to destructive interference. These features confirm that the medium induces
sufficient scattering to decorrelate the input and output fields, a necessary condition

for modelling WFS.

Subfigures d) and e) instead both show the field magnitude directly inside the

medium, at z = 0 um. The magnitude across the plane is, on average, much brighter
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than the fields after the medium. This is due to light undergoing less scattering
at this distance of 5 um. Like subfigures b) and c), the field has developed into a
speckle pattern with irregular peaks and nulls caused by constructive and destruc-
tive interference. However, the scattering spherical titanium dioxide inclusions can
be seen throughout the field. The particles are surrounded by a dark ring profile
corresponding to the radius of the particle. The field should be smoothly varying
without discontinuities. This behaviour, specific to CELES, was identified during

Mie theory validation and discussed in Section 3.4.2.

The fields depicted in Figure 5.3 are evidence that the T-matrix method is capa-
ble of simulating the propagation of light through highly scattering media and
generating fully developed speckle patterns. These results support the use of this
domain in subsequent simulations for the purposes of validating the discrete particle

framework used to design and construct the domain.

5.3.2 Focusing through and inside a titanium dioxide domain

A target plane was first defined 20 um behind the turbid titanium dioxide layer.
To show the field produced by a single, unshaped, plane wave, a simulation was
performed in which the layer was illuminated at normal incidence. The magnitude
of the electric field was evaluated in an axial plane bisecting the layer, and plotted
in Figure 5.4a. As expected, before the layer, the field distribution is relatively
uniform, albeit containing weak interference effects due to the backscattered light.
Inside the layer, the light distribution quickly develops a fine, seemingly random
structure. The sphere boundaries are also clearly visible. The distribution quali-
tatively appears to become more randomised the further into the medium the light
propagates. Behind the medium, the magnitude of the electric field is, on average,
lower, and the random distribution of light elongates as the transmitted field ex-

pands.

To visualise the resulting transmitted light pattern, the magnitude of the electric

field in a 30x30 um? transverse plane behind the layer (dashed line in Figure 5.4a)
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Figure 5.4: Simulation of light transmission and focusing through and inside a turbid layer.
The images are 2D slices through the 3D light field calculated for three different
incident wavefronts, namely: (a-b) a normally incident plane wave, (c-d) a
structured beam optimised using an iterative WES algorithm to focus light into
a point located behind the medium at the location of the white circle; (e-f) a
structured beam optimised using the same process, with the target positioned
inside the medium. The planes on the left-hand side (a, c, e) bisect the medium,
parallel to the optical axis. The planes on the right-hand side (b, d, f) are
perpendicular to the optical axis and are positioned along the dashed line.

was evaluated and plotted in Figure 5.4b. As expected, there exists a seemingly
random speckle pattern. The speckle statistics were examined and found to be
Rayleigh distributed, suggesting that the speckle was well-developed [167]. This
plane would be analogous to the field pattern that may be captured on a CCD placed

behind the medium. At the centre of this plane, a white circle marks the location of
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the target region into which light will be focused.

Next, to generate a focus through the medium, the field produced by a beam com-
prising an angular spectrum of 441 plane waves, optimally phase-shifted to focus
at a target location, was calculated. These 441 plane waves represent a 1° angular
spacing from -10° to 10°, both polar and azimuthal (as described in Section 5.2.2).
To select the phase shifts, a procedure similar to a stepwise sequential algorithm [7]
was used. This method was described in Section 5.2.4. Briefly, each plane wave
comprising the angular spectrum was simulated sequentially on Myriad. The di-
rectly incident plane wave was isolated and treated as a reference. The field of every
other plane wave was summed with the reference field, after applying a sequence
of phase shifts (271/64). From each set of resulting fields, the phase shift yielding
the highest magnitude at the target location was selected, and the corresponding
field was stored. Finally, the stored fields were summed together to synthesise the
total optimised field. This is analogous to directly simulating the propagation of the

optimised field through the medium and calculating the scattered field.

The white circle in Figure 5.4a, b, ¢ and d define the location of the first target
- along the origin 20 um behind the scattering layer. After applying the WFS proce-
dure described above, the resulting field distribution in the axial plane was plotted
in Figure 5.4c. Unlike the previous field distribution (Figure 5.4a), the field before
and inside the medium has a much coarser structure, with a greater confinement of
light in certain spatial regions. This is consistent with a spatially modulated field.
Beyond the layer, parts of the field appear to converge towards the target location,

with the resulting interference creating a bright axially-elongated focus.

To show the resulting electric field magnitude in the xy plane, this was plotted
in Figure 5.4d. As expected, there exists a bright focus in the centre of the plane.
The focal enhancement (change in the peak to background ratio due to the WFS

[189]) was found to be 346. The simulation was repeated five more times with
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different target locations within the same plane, and similar results were observed
(the translation of this optical focus will be discussed later). Across the repeats, the
mean enhancement was 348 and the standard deviation was 7, in agreement with

the maximum theoretical enhancement of 347 as derived from Equation 5.2.

To expand on the demonstration provided by Vellekoop and Mosk [7], the input
modes were then optimised to focus light inside the scattering medium. Recall
from Section 2.2.1.1 that it is not possible to directly focus light inside a medium
experimentally, as there is no way to directly resolve the internal light distribu-
tion. Instead, an indirect guidestar must be used [35]. The proposed computational
framework has no such limitation, as the field can be calculated at arbitrary loca-

tions.

To simulate focusing inside the layer, the WFS simulation was repeated with the
target location moved to inside the medium, at a depth of 5 um. This new target is
shown by the white circle in Figures 5.4e and 5.4f. The transverse plane (shown by
the dashed line) was also moved such that the new target is located at the origin.
After applying the same WFS procedure, the resulting light field distribution in
the axial plane was plotted in Figure 5.4e. As expected, the incident light field is
structured differently from Figure 5.4c, owing to the different spatial modulation.
The light field is far more localised and has a greater magnitude. Same as before,

the resulting interference causes a focus to be generated at the target location.

To help visualise the focus, the magnitude of the electric field was once again
evaluated in the focal plane and plotted in Figure 5.4f. While the magnitude is

greater (than in Figure 5.4d), the optical confinement is visually poorer.

To further demonstrate the flexibility of the computational framework, additional
simulations were performed to explore the effect of varying the input field modula-

tion and target geometry. These results are shown in Figure 5.5.
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Figure 5.5: Modelling the generation of an optical focus through a scattering layer with
various methods of spatial modulations of the incident field. a) the speckle
pattern generated by propagating a plane wave through a highly scattering ti-
tanium dioxide layer. b-g) are paired sets of the optimised phase modulation
across the 411 input modes (left), and the resultant shaped light field (right).
b) shows binary phase modulation, while c-g) are full phase-modulated light
fields. For c,d,e) light is optimised to generate a focus inside a singular tar-
get region that is translated along the x axis. f) shows light being focused into
two foci simultaneously. g) is an attempt to optimise the light field to create a
continuous line from —5 < x < 5 um. All foci have been generated using the
stepwise sequential algorithm.
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In Figure 5.5a, the baseline speckle pattern generated by illuminating the scattering
layer with a normally incident plane wave is shown again. As previously observed,
the pattern is spatially random. In subsequent simulations (Figure 5.5b—g), the
phase modulations of each input mode have been shifted in different ways to gener-
ate unique light fields. As before, this modulation was performed with the stepwise
sequential algorithm. Figures 5.5b—g show both the optimised phase modulation

(left) and the resultant shaped light field (right).

In Figure 5.5b, light was focused into the same target region behind the scatter-
ing medium at x =0, y =0, and z = 25 as in Figure 5.4. A binary phase modulation
was used to optimise the scattered light field, in which each input mode plane wave

was restricted to either 0 or 27 phase shifts.

The enhancement of the binary phase modulated focus was calculated to be sig-
nificantly lower than that of the full phase modulation shown in Figure 5.4 and
replicated in Figure 5.5b (140 vs 346). This result matches the theoretical enhance-
ment for binary phase modulation of 141, calculated by inputting the correct value
of n from Table 5.1 in Equation 5.2. This diminished enhancement is indicative
of a poorer confinement of light and lower intensity within the target region. This
can be seen by comparing the optimised field patterns in Figures 5.5b and c. The
electric field magnitude of the binary phase modulated focus is lower than the full

phase focus.

Figures 5.5c—e illustrate the spatial flexibility of the focusing algorithm. In these
simulations, the same full phase modulation procedure was used, but the target
region was systematically translated laterally along the x axis. As expected, the
position of the optical focus follows the location of the target region, and the en-

hancement remains roughly consistent across translations.

In Figure 5.5f, the procedure was adapted to simultaneously focus light into two
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separate target regions. The phase mask was optimised to maximise the sum of the
electric field magnitudes at both points. The resulting field exhibits two well-defined
peaks, confirming the capability of the system to generate multiple simultaneous

foci.

Finally, in Figure 5.5g, the simulation target was changed from a point to an
extended region: specifically, a linear segment spanning —5 < x < 5 um. The
input phases were optimised to maximise the summed field magnitude across this
continuous line. The resulting field shows a broadly linear structure, albeit with
speckle-sized fluctuations across the target region. A greater number of simulated
input modes would result in an even smoother variation. This simulation demon-

strates that the method can focus light into arbitrary target regions.

To further illustrate this, simulations were conducted in which the optimisation
target was defined not as a single point, but as a circular region of increasing radius.
The results are shown in Figure 5.6. As expected, increasing the size of the target
region resulted in a broader, weaker focus. This behaviour arises because the same
incident power is distributed over a larger area, as described by N/M theory intro-
duced in Section 5.1.3. Despite this, clear energy localisation was observed within

each region, confirming the method’s ability to target extended volumes.
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Figure 5.6: Simulating the focusing of light through a highly scattering titanium dioxide
layer into target regions of different radii.

This capability is particularly relevant for modelling guidestar-assisted WFS, in

which direct measurement of the light field at the target location is not possible.
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Instead, an indirect, potentially lower-resolution measurement is used as feedback
for the optimisation algorithm (see Section 2.2.1.1 for a discussion of guidestar-

assisted WES).

Finally, one of the unique benefits of using a full-wave computational model is
the ability to access and visualise the entire 3D light field within and around the
scattering medium. Figure 5.7 shows a volumetric rendering of the electric field
magnitude in the 5 um? region surrounding focus generated in Figure 5.4. Trans-
parency is scaled with magnitude to enable visualisation of the focus within the
volume. This type of volumetric visualisation is not directly measurable in most
experiments of WFS. It could provide valuable insight into how interference struc-

tures form within turbid media and can guide future design of WFS strategies.
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Figure 5.7: 3D visualisation of the focus generated through a titanium dioxide slab using
full phase modulation. The electric field magnitude is calculated in a 5 pm?
volume surrounding the target region. Transparency is scaled with magnitude
to visualise the focus formed inside the volume.
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5.3.3 Evaluating enhancement

A key metric in WES is the enhancement, 7, defined as the ratio between the peak
intensity of the optimised focus and the average background intensity prior to any
shaping. This quantity captures the effectiveness of optical control through a scat-
tering medium and scales linearly with the number of independent input modes (see

Section 5.1.3).

To investigate how enhancement scales with the number of input modes in the pro-
posed computational framework, a series of simulations was performed in which
an optical focus was generated through the same titanium dioxide domain designed
to replicate Vellekoop and Mosk [7]. An optical focus was generated for different
subsets of the total 441 input modes, and the enhancement was calculated. The
results are shown in Figure 5.8.
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Figure 5.8: Optical foci generated through the titanium dioxide layer from Chapter 5 us-
ing full-phase wavefront control. a,c) shows the optimised phase masks, while
b,d) show the associated foci generated across a 20 um? plane 20 um behind
the medium. a,b) optimise just over half the available input modes, while all
modes are optimised for c,d). e) shows a plot of enhancement (1)) vs the num-
ber of elements (N) used to generate a focus. Each element is a plane wave
propagating through the medium at a different incident angle. The theoretical
relationship between enactment and number of input modes is also plotted, and
is defined in Equation 5.2.
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When all 441 input modes were used, a bright and well-confined optical focus
was formed at the target location. As expected, using fewer input modes resulted
in a lower enhancement, although a focal spot remained visible. The WES sim-
ulation was repeated five more times with different (off-centre) target locations
within the same plane, to generate a standard deviation for the enhancement. The
mean enhancement as a function of input modes was plotted in Figure 5.8e. As
expected, enhancement scales linearly with the number of independent optimised

input modes, and aligns with theoretical predictions from Equation 5.2.

To assess whether theoretical predictions for enhancement scaling extend to more
complex light control tasks, the case of generating multiple foci simultaneously was
investigated. Using the same sequential algorithm, phase masks were computed to
maximise the combined intensity at two, three, four, or five target locations, all
positioned within the same transmission plane behind the scattering layer. The
resultant pentagonal five-point focus is shown in Figure 5.9, as is the enhancement

as a function of the number of input modes for multiple foci.
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Figure 5.9: Left: Full-phase modulation is used to generate five foci simultaneously in
a plane 20 pm behind the titanium dioxide scattering layer. Right: The mean
enhancement of 1-5 simultaneous foci against the number of input modes. The-
oretical values are calculated using Equation 5.2 and dividing by the number of
simultaneous foci.
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As shown in Figure 5.9, the model is capable of simulating the generation of
multiple foci. Moreover, the enhancement remains linear as a function of the num-
ber of input modes. Additionally, the enhancement of a given focus decreases as
light is shaped into an increasing number of foci simultaneously. However, the
measured mean enhancement values were consistently higher than those predicted

by the standard N/M theory.

To understand this, it is helpful to discuss the physical mechanisms of using full-
phase modulation to shape light as it passes through a scattering layer. Each input
mode has its phase adjusted independently, while its amplitude remains fixed.
For any target region, the maximum possible contribution to the enhancement of a
given input mode is deterministically defined by linear scattering of that input mode
through the medium. However, because the phase can be arbitrarily modulated, the
contributions of each mode to a particular target can be brought into perfect con-

structive interference, maximising the total field magnitude at the focus.

To explore how this mechanism functions in the case of multiple simultaneous
foci, Figure 5.10 was generated, which analyses the individual contribution of each
input mode to two foci located at x = -5 um (focus A) and x = 5 um (focus B) in the

same transverse plane as Figure 5.9.

As shown in Figure 5.10, light has been simultaneously focused into the two
foci. Panel a) shows the optimised phase mask, while panel b) shows the resulting
electric field magnitude. Panels c) and e) display the mode-specific contributions
(in terms of electric field magnitude) to the left and right focus, respectively, and

panels d) and f) show the associated histograms.
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Figure 5.10: Measuring the contributions of individual input modes to each focus in a sim-
ulation of WFS generating two foci. a) the phase map and resulting field b)
produced by optimising the scattered light to generate two foci at y = 0, and
x =-5and 5 uym. c) and e) show the relative contribution in terms of the
magnitude of the electric field for each 441 modes to the left and right foci,
respectively. d) and f) are the associated histograms of contributions to the
field for each focus.
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From this analysis, it was found that each input mode falls into one of three contri-

bution scenarios:

1. the mode constructively contributes to focus A and destructively to focus B

2. the mode constructively contributes to focus B and destructively to focus A

3. the mode constructively contributes to both foci

Crucially, it was never observed that a given mode degraded both foci simultane-
ously. This is expected: since phase is modulated between 0 — 27, any mode that
is initially out of phase with both targets can always be adjusted to enhance at least
one of them, and potentially, to contribute positively to both. In cases where there
is a trade-off (e.g. mode X improves A but degrades B), the positive contribution
to one focus always outweighs the negative contribution to the other. These results
may suggest why the enhancement across all foci remained higher than the N/M

theory suggests.

Understanding the theoretical distribution of input mode contributions across the
three categories remains an open problem. In the absence of correlations, one would
expect a uniform distribution of modes, leading to strict trade-offs and a 1/M scal-
ing of enhancement. The observation that many modes contribute positively to
both targets indicates a breakdown of this assumption and highlights the need for
a revised statistical model that considers the physically rigorous propagation of the

input modes through the medium.

This simulation framework is uniquely well-suited to explore such questions. By
directly measuring the field contributions of each input mode to arbitrary target
geometries, future work could quantify the overlap between different foci, mea-
sure the correlation inside the medium, and determine the limits of simultaneous

focusing in realistic scattering media.
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5.3.4 Future work

The simulations above showcased the key ability of the computational framework
to calculate and visualise internal and external fields in highly scattering titanium
dioxide layers. This framework was successfully applied to model WES and was
able to investigate relevant phenomena such as enhancement and correlations across

multiple foci.

Having demonstrated the method, it could be adopted to support a range of re-
search studies. For instance, how the characteristics of an internal foci might
change with depth. Or the impact optical properties, such as anisotropy, have on
focus formation. It could also involve dedicated studies constructed to guide the
development of WFS schemes [35, 34, 90], correlation-based imaging methods

[191, 14, 41], and other techniques involving coherent light in turbid media [90].

The method could also be extended to model a wider range of turbid media, be-
yond titanium dioxide phantoms. For instance, absorption could be included by
using complex refractive indices. Heterogeneous materials could be represented
by assembling composite models comprising different sphere suspensions. This
could allow modelling layers of the skin and more complex heterogeneous tis-
sues [192, 20], using different sphere recipes for each layer. Mixtures of sphere
types could further broaden the scope. For example, certain sphere distributions
have been shown to replicate wavelength-dependent scattering behaviour, such as
Schmitt and Kumar’s model of biological tissue that uses a lognormal distribu-
tion of sphere radii [115]. Finally, to model dynamic media, simulations could be
repeated after purposeful or random translations of the spheres. This could allow

studying effects such as speckle decorrelation or the deterioration of foci [102, 193].

The WES simulations took ~2 hours per plane wave on Myriad running CE-
LES, around twice as fast as the simulation running on Zeus or Mneomosyne. This

simulation time scales quadratically with the number of spheres and quartically
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with the truncation order, as described in Section 3.2.4. Literature suggests this
can be improved to a logarithmic dependence on the number of spheres using fast
multipole methods [130], such as the latest implementation of MSTM [194] or a

modified version of faSTMM that allows for near-field calculation [163].

5.4 Chapter summary

This chapter applied the validated discrete-particle/T-matrix framework to model
light focusing through and inside turbid media via WFS. The main contributions

are as follows.

First, the angular spectrum method was coupled with the discrete-particle/T-matrix
framework to generate a method of modelling input modes that most closely cor-
related with the experimental setup used for modelling WES. This technique was
validated through comparison with WFS enhancement theory and was found to
replicate both the linear growth in focus enhancement and the ultimate theoretical

enhancement. This was true for binary and full-phase modulation.

Second, the seminal WES experiment of Vellekoop and Mosk was replicated in
silico. A titanium dioxide phantom was constructed that replicated the experimen-
tal phantom’s optical properties. Using full-phase control, the predicted enhance-
ment agreed with theory. The model also generated and visualised foci inside the

medium, demonstrating capabilities that are challenging experimentally.

Third, the framework was extended from single-focus control to multiple foci
and extended targets. Enhancement scaled linearly with the number of controlled
input modes and decreased with the number/area of targets, while remaining higher

than simple N /M predictions, implicating measurable field correlations.

Overall, this chapter establishes a practical and reusable pipeline for WFES stud-

ies: (1) generate angular-spectrum input libraries once; (ii) solve the forward fields
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via T-matrix; (iii) assemble optimised foci for single or multiple targets, including
internal planes; and (iv) quantify enhancement, correlations, and depth dependence.

These results provide a validated foundation for subsequent work.



Chapter 6

Modelling light propagation and

focusing in tissue

The previous chapter demonstrated how WFS could be modelled through highly
scattering titanium dioxide phantoms and validated against theory. These demon-
strations established that the computational framework reliably reproduces expected
enhancement scaling, generates optical foci both through and inside turbid layers,
and extends naturally to multiple simultaneous targets. Having verified the method
in highly-scattering layers, attention now turns to its primary application: modelling

light propagation and focusing in biological tissue.

Biological tissue presents a fundamentally more complex scattering environment
than replica phantoms. Its optical properties vary across scales, combining high
scattering coefficients, extremely strong forward anisotropy, and structural hetero-
geneity. These characteristics limit the depth of penetration of coherent light and
degrade the contrast of conventional imaging and therapeutic modalities. Yet, the
deterministic nature of scattering ensures that WFS can (in principle) restore co-
herence and improve energy delivery at depth. A rigorous computational model
offers the ability to study these effects in silico, providing insights that are difficult
to obtain experimentally, particularly inside living tissue where direct access to the

scattered light field is not possible.
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This chapter, therefore, extends the discrete-particle/T-matrix framework to tissue-
like domains. First, discrete particle “recipes” are selected to reproduce reported
optical properties of soft tissue, allowing the construction of large-scale domains
with realistic scattering behaviour. Next, light propagation is simulated through
these domains to analyse speckle formation. Building on this foundation, WES is
modelled to generate foci through thin and deep layers of tissue, both using direct
angular spectrum control and a new random-domain approach designed to remove
medium-specific correlations. Finally, the framework is applied to explore photoa-
coustic wavefront shaping (PAWS), where photoacoustic signals act as an internal

guidestar for focus generation.

Together, these studies provide preliminary but essential demonstrations of how
the framework can be applied to model light focusing in realistic biological tis-
sue. In doing so, they highlight both the potential benefits of computational WES
for biomedical optics and the challenges that must be addressed to translate such

methods into practical applications.

6.1 Designing a tissue-like medium

To simulate light propagation through biological tissue, a discrete particle domain
was constructed with generic “fissue-like” optical properties. Recall from Section
4.1.1 that Jacques’ model [176] was used to determine the scattering coefficient and
anisotropy of a generic tissue at a wavelength of 633 nm. These optical properties
are defined as a scattering coefficient of 15.6mm ™! and an anisotropy of 0.9. The
discrete particle database created in Section 4.4.1 was searched to find consistent
sphere “recipes” that produce discrete particle “candidate” domains with these
target properties. Multiple viable candidate domains are identified and have been
plotted in Figure 4.11. The method described in Section 4.4.1 was used to select the
optimal domain, defined as being the most efficient when coupled with the T-matrix

method.
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Briefly, a 100 um® sample volume is constructed, such that the total number of
spheres can be determined from Equation 4.15. The truncation order is determined
using Wiscombe’s criterion (Equation 4.16). These values are applied to Equation
3.19 to determine the number of equations that need to be solved using the T-matrix
method. The most efficient domain has been determined as the one with the lowest
number of linear equations, and is shown in Figure 4.11 by the black diamond. This
domain is constructed from spheres with a radius of 1.72 pum, a refractive index of

1.60, and a density of 0.77% by volume for a wavelength of 633 nm.

6.2 Propagating light through a tissue-like medium

To demonstrate how the computational framework can simulate light propagation
through large-scale “fissue-like” media, a focused beam is simulated propagat-
ing through an 800 um deep discrete particle instance of the optimised recipe. This
large-scale medium was created by pseudorandomly positioning spheres throughout
a 100x100x800 um volume. A Gaussian beam with a full width at half maximum
(FWHM) of 20 um was simulated propagating through this medium using CELES.
To visualise the resulting scattered light distribution, the field magnitude was cal-

culated in an axial plane bisecting the medium and plotted in Figure 6.1a.

As expected, the electric field magnitude has an initially Gaussian profile, which
quickly breaks up upon entering the tissue, and is replaced by a streaky, seemingly
random-looking interference pattern. This pattern evolves as the depth increases,
becoming more diffuse and less intense - consistent with light propagation through
a scattering medium. Beyond a depth of about 600 um, the field magnitude is so

low that it is difficult to visualise on a non-logarithmic scale plot.

To further visualise the transverse attenuation of the field, the electric field magni-
tude was calculated across a series of 100xum? transverse slices. These slices were
taken every 200 pum, at the locations depicted by the white dashed line on Figure

6.1a, and are plotted in Figures 6.1b-f.
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Figure 6.1: Simulation of light transmission through a 800 um deep tissue-like medium. The plots show 2D axial (a) transverse (b-f) field profiles
through the 3D light field formed in an 800 um thick virtual tissue section. The incident light was a Gaussian beam (20 yum FWHM, A =
633 nm, travelling left-to-right). The boundaries of the tissue section are shown by the solid white lines. The locations of the transverse
planes are shown by the dashed white lines.
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As expected, at z = 0 pum at the front face of the tissue-like medium (Figure 6.1b),
there is a clear Gaussian profile to the light field, with only minor perturbations
caused by backscattering. As the depth evolves through to z = 800um, the Gaussian

profile is degraded, and a speckle pattern begins to develop.

By demonstrating the simulation of light propagation through ~1 mm of tissue-like
material, this simulation demonstrates that the discrete-particle/T-matrix framework
would be useful to the field of biomedical optics. For example, it would be useful
to investigate how a propagating light field evolves as it propagates through tissue

(or, at least, a tissue-like analogue).

6.2.1 Speckle analysis

The transverse field profiles shown in Figures 6.1b—f make clear that the incident
Gaussian beam rapidly degrades into a random interference pattern as it propagates
through the tissue-like medium. To demonstrate how the proposed computational
framework can be used to investigate the nature of light propagation through bio-
logical tissue, the statistics of the emerging speckle are analysed as a function of
depth. Three complementary measures were used to quantify speckle formation:

contrast, size, and amplitude distribution.

6.2.1.1 Speckle contrast

The first measure is the speckle contrast K, defined as the ratio of the standard

deviation of the intensity to its mean [167]:

01
K=——. (6.1)

{1)
For a fully developed speckle pattern, theory predicts K ~ 1 [167]. Different values
arise when residual deterministic structure remains, for example, from the incident

beam envelope. Tracking K as a function of depth, therefore, provides a simple

indicator of how rapidly the light field evolves toward random statistics.
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6.2.1.2 Speckle size

A second measure is the characteristic speckle size, which reflects the transverse
spatial scale of the interference. This was obtained from the spatial autocorrelation

of the field magnitude |E(x,y)|,

FHIF{Exy) |}
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(6.2)

where .# denotes the Fourier transform. Radial averaging of C(Ax, Ay) yields a one-
dimensional profile C(r) from which the full width at half maximum (FWHM) is ex-
tracted. Physically, this FWHM corresponds to the average grain size of the speckle
pattern, which sets the spatial resolution limit for imaging through the medium. Cal-
culation of the spatial autocorrelation and curve fitting was performed using Marco

Leonetti’s Speckle Autocorrelation MATLAB toolbox [195].

6.2.1.3 Amplitude distribution

Finally, the distribution of field magnitudes was examined. In the limit of fully

developed speckle, the envelope |E| is Rayleigh-distributed:

E] E®
p(|E]) = 2P\ 7557 ) (6.3)
With ¢ determined by the mean squared field. To assess convergence toward this
limit, histograms of |E| at different depths were compared to Rayleigh fits, and the
goodness of fit was quantified using the coefficient of determination R?. Increas-
ing R? indicates that the statistics of the simulated speckle are approaching those

predicted by theory.

6.2.1.4 Results

Results are shown in Figure 6.2. The top row shows the raw speckle patterns at se-
lected depths, the middle row their autocorrelation functions, and the bottom row the
amplitude histograms with Rayleigh fits. Field magnitudes have been normalised
for each depth, as the absolute values are less important in this visualisation than

the developing speckle (compared to Figures 6.1b—f with individual colourbars).
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Figure 6.2: Speckle analysis at selected depths inside the simulated tissue-like domain (z = 0,200,400, 600, 800 um). Each column corresponds to one
depth plane. Top row: amplitude speckle patterns in the near-field, displayed over a 100x100 um? region. Middle row: corresponding
spatial autocorrelation functions, showing the characteristic speckle size and structure. Bottom row: histograms of the speckle amplitude
distributions with Rayleigh distribution fits; the coefficient of determination (R?) indicates goodness-of-fit and provides a measure of
convergence toward a fully developed speckle pattern.
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Looking at the field profiles in the top row of Figure 6.2, it is clear that the residual
Gaussian envelope is degraded as a function of depth. The field itself appears to be-
come more random and “speckly”. This is supported by looking at the second row
- at shallower depths, there is a Gaussian profile clearly present in the autocorrela-
tion plane. As light propagates deeper into the tissue-like medium, this Gaussian
component is suppressed, leaving behind a single bright central spot. The width of
this spot defines the average speckle grain size. In other words, the disappearance
of the extended Gaussian envelope and the persistence of only the central peak are
indicators that the field statistics have converged toward those of fully developed
speckle. Further evidence is shown in the final row, which shows a histogram of the
amplitudes across each plane fitted with a Rayleigh curve. The R? error decreases
as a function of depth, indicating an improved fit with the data and suggesting, once

again, the speckle is becoming fully developed.
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Figure 6.3: Evolution of speckle size and speckle contrast with propagation depth inside
the simulated tissue. The speckle size is quantified using the FWHM of the
autocorrelation function, while the speckle contrast K is defined as the ratio of
the standard deviation to the mean of the intensity distribution. Both metrics are
plotted as functions of depth, illustrating the convergence of speckle statistics
as multiple scattering develops.
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Further quantitative trends are shown in Figure 6.3, where both speckle contrast and
speckle size are plotted as a function of depth. The results demonstrate convergence
toward stationary speckle statistics inside the tissue-like medium, consistent with
theoretical expectations. In particular, the speckle contrast approaches unity, as
predicted for fully developed speckle, while the speckle size converges toward an
approximately constant value. The speckle size in the near-field is determined by
the underlying structure of the medium, the wavelength of the incident light, and the
numerical aperture (NA) of the scattered light field. In the current simulations, the
relatively narrow computational domain restricts the effective NA, which may ar-

tificially broaden the speckle grains and lead to slightly overestimated speckle sizes.

This demonstration is significant because quantifying speckle statistics within bulk
tissue is effectively impossible in vivo, where only indirect measures of the light
field are available. By contrast, the presented simulation framework provides direct
access to the internal speckle field, allowing its convergence and statistical proper-
ties to be examined in detail. Further work will be required to assess the generalis-
ability of these results. In particular, it remains to be seen whether discrete-particle
representations fully capture the statistical behaviour of real tissue, and how factors
such as domain width and NA affect the measured speckle size. Nevertheless, these
results show that the model reproduces the expected evolution from structured beam
profiles at the tissue boundary to fully developed speckle deep inside the medium,
thereby providing a useful platform for investigating light transport in tissue-like

media.

6.3 Focusing inside a thin tissue-like layer

Initially, a small-scale simulation of WES being used to focus light into a tissue-like
medium was simulated. To this end, the recipe defined above was used to populate
a 200um? volume with scattering spheres. A target is defined at the origin of this

medium.
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As in Chapter 5, a stepwise sequential algorithm is used to optimise the incident
input modes to shape light into the medium. However, this time, binary amplitude
modulation is used to optimise the input mode plane wave angular spectrum. This
was done for demonstration purposes, as previous shaping procedures all relied on
some form of phase modulation. Binary amplitude modulation differs in that the
phase of each input mode is not modulated. Rather, the scattered field associated
with the reference input mode (the normally incident plane wave) is summed with
the scattered fields associated with each of the other input modes sequentially. If the
sum of the two complex fields increases the electric field magnitude at the target,
then the input mode responsible for the increased enhancement is recorded. The
superposition of the scattered fields of each of the reinforcing input modes then

creates an optical focus, as shown in Figure 6.4
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Figure 6.4: Simulation of focusing 100 um inside a tissue-like layer via WFS. The incident
input modes are optimised to shape light into a 200x200x200 um? volume with
a scattering coefficient 15.6mm ™" and an anisotropy of 0.9. a) and b) depict
the magnitude of the electric field across a 40x40 um? transverse plane located
at the origin. a) shows the field magnitude resulting from an incident plane
wave, and b) shows the optimised scattered field, with an optical focus present.
c) shows the binary amplitude map applied to the 441 input modes used to
generate the focus.

Figure 6.4a shows the electric field magnitude across a transverse plane located at
the origin, after light has propagated 100 um through the tissue-like medium. The
profile of the electric field magnitude across this plane appears uneven and craggy,
almost fractal. There are bright spots and dark spots present uniformly throughout
the field, in a seemingly random arrangement. Compared to the fully developed

speckle patterns seen in Figure 5.5 for a titanium dioxide domain, the tissue-like
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scattered field does not vary smoothly, and the field magnitude never fully drops to
zero, characteristic of a not fully developed speckle pattern [167]. This observation
is consistent with the TMFP of each domain. Recall that the depth of the titanium
dioxide domain is 10 pwith a TMFP of ~ 5 ym. Meanwhile, the light field in Figure
6.4a has been generated at a depth of 100 um, where the TMFP of the tissue-like
medium can be calculated to be m = 640 pm.

Nevertheless, light was focused into a target region at the origin of this tissue-
like medium using binary amplitude modulation. The resultant optical focus and
associated binary amplitude map are shown in Figures 6.4b and c, respectively. The
confinement of the optical focus is much poorer relative to the highly scattering tita-
nium dioxide focus seen in Figure 5.4. The reason for this becomes apparent when
looking at the binary amplitude map. There are clear correlations in the amplitude
modulation, which has a concentric ring profile, albeit with slight aberrations. This
is, once again, a consequence of the weak scattering. At a depth of 100 um, it is
more appropriate to consider this tissue-like simulation a demonstration of adaptive
optics and aberration correction rather than true WFS. From this, we can conclude

that simulations of at least a TMFP are needed to simulate proper WFS in tissue.

6.4 Focusing inside deep tissue

6.4.1 Constructing a deep tissue medium

To meet the requirement of modelling WFS, light must be simulated propagating
through at least a TMFP of tissue, determined to be 640 um for the generic tissue
formulated in 4.2.1. As such, an 800x100x100 um® volume was populated with
spheres using the optimised recipe from Section 6.1. This domain is extremely
narrow, resulting in two consequences. Firstly, light from a propagating plane wave
would be likely to escape from the sides of the simulation. This was apparent even
without employing the Monte Carlo method for optimising domain width discussed
in Section 4.4.2. Secondly, plane wave input modes at a more oblique incident

angle in the angular spectrum decomposition would be incident on the side of the
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medium. As such, a new method of modelling input modes had to be formulated.

6.4.2 Modelling input modes

The second approach for modelling input modes was termed the random medium
method. In this method, the incident field is fixed, and the scattering medium is
randomly regenerated - such that each input mode corresponds to the same incident
light propagating through a unique pseudorandom instance of the medium. Each
medium instance is designed using Mie theory to have the same macroscale scat-
tering behaviour (scattering coefficient and anisotropy). However, the microscale
placement of refractive index inhomogeneities (constituent spheres) is randomised.
A diagram depicting the method and its differences with angular spectrum mod-

elling is shown in Figure 6.5.

This method represents an alternative way of modelling input modes. In gen-
eral, it is a less physically accurate representation of an experimental WES setup,
as in vivo WES would use a fixed medium and a planar SLM or DMD for spatial
modulation. The closed physical analogue would be a hypothetical tomographic
WES array, where each input mode propagates along an independent path to the

target.

However, the model does have some key advantages. First, like the angular spec-
trum approach, each input mode is independent and can be simulated in parallel,

even across different machines.

Furthermore, random medium modelling enables simulating geometries incom-
patible with an angular spectrum decomposition. For example, narrow discrete
particle domains would not be compatible with a wide angular spectrum - at the
larger incident angles, light would be directly incident on the sides of the medium.
Conversely, the random medium method can model input modes using a narrow
Gaussian beam propagating along the long axis of the medium, minimising light

escaping from the sides of the simulation.
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Angular Spectrum Random Medium

Mode 1

Mode 2

Figure 6.5: Schematic illustration of the two methods used to model input modes in WFS
simulations. Left column: In the angular spectrum approach, each input mode
corresponds to a plane wave incident at a different angle, all propagating
through the same discrete particle medium. Right column: In the random
medium approach, each input mode corresponds to light propagating through a
different stochastic instance of the medium.

Another key property is that the random medium method removes medium-specific
correlations. Angular spectrum input modes modelling uses a fixed medium, and
as such, WFS behaviour might be disproportionately affected by the placement of
specific spheres. For example, a dense cluster of spheres close to the target region
may affect focus generation. Note that this behaviour is not necessarily undesirable.
Biological tissue is inhomogeneous, and although it has not been thoroughly inves-
tigated, it is possible that a unique microstructure in a given medium may affect
WES and other coherent phenomena. However, the random matrix input mode
approach guarantees microscale independent scattering behaviour across the input

modes, isolating the impact of medium-specific effects.
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6.4.3 Focusing inside deep tissue

The scenario for the simulations of focusing inside deep tissue via WES is shown

in Figure 6.6.
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Figure 6.6: Diagram of the simulation scenario to focus light inside a tissue-like medium.
a) An incident Gaussian beam is multiply-scattered, resulting in a speckle pat-
tern forming inside the medium. b) The T-matrix method is used to simulate
light through 6000 tissue-like discrete particle instances. The phase of these
instances is spatially modulated such that the summation of the scattered fields
interferes to produce an optical focus inside the tissue-like medium.

To summarise, a Gaussian beam incident on a tissue-like medium rapidly loses its
initial profile and evolves into a speckle field at depth, as shown in Figure 6.6a.
By regenerating thousands of statistically equivalent medium instances, each with
identical macroscopic scattering properties but different microscale structure, these
speckle fields can be treated as independent input modes. WES is then modelled by

applying phase modulation across these input modes, and constructive interference
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at the target plane produces a bright, speckle-sized focus deep inside the medium,

as shown in Figure 6.6b.

In total, 6000 unique discrete particle instances are simulated, corresponding to
6000 input modes used to generate an optical focus. Therefore, the first stage is
to simulate the propagation of the first input mode. A Gaussian beam with a full
width at half maximum (FWHM) of 20 um was simulated propagating through the
800x100x100 um using CELES running on Myriad. A 2D transverse cross-section

of the scattered electric field magnitude is calculated and plotted in Figure 6.7a.

As expected, due to the scattering, the initially Gaussian beam is spread out and
aberrated, and the magnitude of the field decreases as the beam propagates deeper
into the medium. After 800 um of scattering, the magnitude is too weak to visualise

easily without a logarithmic scale.

The magnitude of the electric field across the 30 pum? transverse plane located
725 ym inside the medium (delineated by the dashed white line) is shown in Fig-
ure 6.7b. As expected, there exists a seemingly random speckle pattern across the
field. There are bright spots and dark spots across the field, and the magnitude is

uniformly lower than the light field towards the start of the medium.

The simulation was repeated 6000 times using different tissue-like instances of
the medium. Fields for a select few other instances are also shown in Figure 6.7c, d

and e.

A target region was defined at a location 725 um deep in the medium (as shown
by the white circle in Figure 6.7a). To shape the field, the 6000 input modes were
generated as described above, and their individual input phase levels optimised
using a stepwise sequential algorithm [7]. The magnitude of the resulting total field

was plotted in Figure 6.7f.



Figure 6.7: a) 2D cross-section of light propagating through the tissue-like medium. The light is incident on the left-hand side. The location of a target
for focusing light via PAWS is shown by the white circle. A 30 um? plane of interest at this target is shown by the dashed line, and shown in
b). The same incident Gaussian beam is simulated propagating through different discrete particle instances of the same tissue-like media,
and the resultant field patterns are shown across b-e for four select instances. f) shows the focus generated by optimising the phase of all
6000 input modes.

100 200 300 400 500 600

0
X [pum]

700 800

450
400
350
1300
250
200
150
100

onss1) doap apisul FuIsndo] ‘t'9

SLI



6.4. Focusing inside deep tissue 176

As expected, a bright focus, the size of a single speckle, is produced. The elec-
tric field magnitude of this focus is significantly higher than the magnitude of the
incident Gaussian beam and the unoptimised scattered fields. The focus itself is
perfectly smooth. This is a consequence of using multiple domains as input modes

- effectively averaging out the aberrations observed in the individual domains.

To further characterise the generated focus, a side-view profile of the optical focus
shown in Figure 6.7f is shown in Figure 6.8 (corresponding to the xz-plane through

the centre of the focal region).
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Figure 6.8: Side-view (xz-plane) profile of the optical intensity distribution at the focus
generated via wavefront shaping using 6000 input modes. The focal region is
smooth and symmetric, in contrast to the irregular foci observed in previous
titanium dioxide simulations. This smoothness arises due to the averaging over
multiple uncorrelated input modes derived from independent realisations of the
scattering medium.

The profile reveals that the focus varies smoothly in both axial and transverse di-
rections, exhibiting a symmetric envelope about the z-axis. This behaviour is in
contrast to previous visualisations of the focused light field for a titanium dioxide
medium generated using angular spectrum modelling of the input modes (see Figure
5.4). The titanium dioxide field displayed strong aberrations and no symmetry. In
this earlier simulation, input modes were defined using an angular spectrum across

a single instance of the medium.
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In the present model, however, each input mode is essentially a distinct random in-
stance of the scattering medium. As such, the contributions from medium-specific

correlations are ultimately averaged out.

6.5 Modelling photoacoustic wavefront shaping

6.5.1 Motivation

Modelling PAWS was chosen as a final demonstration of the computational frame-
work because it exemplifies both the strengths and intended applications of the
method. In silico modelling of PAWS is challenging in that it requires accurate
modelling of coherent light propagation deep inside tissue, while being efficient
enough to model enough input modes to overcome the N /M limitations inherent to
acoustically contained focuses. Experimental investigation of PAWS is challenging
as it is inherently an indirect, guidestar-assisted method of focusing light. These
difficulties are further exacerbated by acoustic, thermal and tissue motion chal-

lenges.

By applying the discrete-particle/T-matrix framework to PAWS, this section il-
lustrates not only that the model can reproduce known theoretical scaling but also
that it can ultimately serve as a practical testbed for probing the limits of WFS-
guided biomedical techniques. In this way, PAWS provides a rigorous, physically
realistic benchmark for the framework and motivates its adoption in studies of in

vivo light control.

6.5.2 Background

Biological tissue scatters light, limiting the penetration depth of various therapeutic
and diagnostic optical and NIR techniques (see Section 2.1.3). A technique that
could compensate for the deleterious effects of scattering is WFS [7]. WES involves
spatially structuring the incident light field so as to control the interference patterns
produced in the medium. In principle, this allows an optical focus to be generated

in or through scattering media, including biological tissue. By focusing light in
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tissue, WES could enable increasing the penetration depth of a range of biomedical

techniques.

The ability to focus light through a static scattering phantom is well established
experimentally [7]. However, focusing inside in vivo tissue is significantly more
challenging. This is because the light field inside a tissue cannot be directly re-
solved, necessitating the use of indirect measures of the underlying field distribution
- so-called guidestars [35]. One possible guidestar involves meaning the PA signal
- ultrasound waves generated when light is absorbed by tissue [4]. The process of

using the PA signal to shape light into medium is known as PAWS [37].

Like WFS, PAWS has been experimentally demonstrated to focus light through
scattering media [37, 57]. However, focusing light inside tissue using PAWS is
significantly more challenging. A significant challenge is the high sensitivity and
spatial resolution requirements of a PAWS system. Recall N/M theory from Sec-
tion 5.1.3, where N is the number of input modes (e.g. elements on an SLM) and
M is the number of output modes (e.g. speckle grains light is simultaneously fo-
cused into). When focusing light into tissue, factors such as the tissue decorrelation
time will limit the number of controllable input modes. Moreover, the number of
independent speckles inside a PAWS feedback signal is a function of the acoustic
resolution of the detector. This reduces the signal-to-noise ratio of any PAWS feed-

back signal, making iterative WES challenging.

It is currently challenging to make predictions to guide experimental design and
explore the requirements of a hypothetical PAWS setup. Existing computational
models are typically either too simplistic to represent the required physics (e.g.,
contain no deterministic phase information) or else too computationally expensive
(e.g., requiring a < A /2 discretisation of the medium) to simulate propagation
through large enough volumes of tissue, and consequently be of use in investigating

PAWS.
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To address this challenge, the computational framework constructed in Chapters
3 and 4, and used to simulate WFS in Chapter 5, was applied to simulate the focus-
ing of light using a PA feedback signal.

The framework was already applied to simulate the focusing of light into a sin-
gle speckle grain 725 um deep into an 800 um thick tissue-like medium. To model
PAWS, the process of focusing light was repeated using a target region of various
sizes, illustrative of PAWS experiments relying on acoustically limited feedback
from sensors of different spatial resolutions. By providing a simulation platform

for studying PAWS, this model could pave the way to developing systems that can

focus light in tissue.

6.5.3 Results

To provide a simple illustration of how the model might enable parametric stud-
ies relevant to PAWS, the process of focusing light into the tissue-like medium in
Figure 6.7 was repeated with a 1 um radial circular (rather than point-like) target
region in the same plane of interest. The resulting electric field magnitude distribu-

tion across the transverse target plane was plotted in Figure 6.9.
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Figure 6.9: Transverse (xy-plane) intensity profiles of the optimised optical focus inside the
tissue-like medium for target region radii ranging from 1 um to 10 um. Each
subplot shows a 30 x30 um? field of view centred on the target region. As
the target region increases in size, the resulting optical focus becomes broader
and less intense, consistent with theoretical expectations that increased output
mode count (M) reduces focal enhancement.
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As expected, a focus is formed that is larger and less intense, but still smoothly
varying, owing to the averaging effect inherent to the random medium method of

modelling input modes.

The above experiment was repeated using a range of target regions with differ-
ent diameters, in the range 1-50 um. The resulting focal enhancements - defined
as the intensity of the optimised foci relative to the average intensity of the unopti-

mised speckles — were calculated and plotted in Figure 6.10.
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Figure 6.10: Normalised enhancement of optical foci at various target sizes.

As expected, the enhancement decreased as the size of the focal region was in-
creased. The trend in enhancement shown in Figure 6.10 was analysed by fitting
the data with a 1/r?> model, where r represents the radius of the target region. This
model fit strongly to the data, capturing the observed reduction in enhancement as
the focal area increased. The 1/r? scaling arises because the number of speckle
grains contributing to the target region grows proportionally to its area, i.e., 772
The light that is concentrated into any single speckle grain decreases as the target

area expands.
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6.5.4 Discussion

Throughout this thesis, a computational framework for simulating light propagation
through bespoke scattering media has been developed and validated. This frame-
work was demonstrated by modelling the focusing of light into tissue via PAWS

and conducting a preliminary investigation of the method.

The computational framework has a few notable features that make it well-suited to
such an investigation. As discussed in Chapter 4, the discrete particle domains have
been rigorously constructed and validated, building confidence in the replication of
macroscopic tissue-like optical properties in silico. Moreover, the T-matrix method
provides an accurate, efficient and complete calculation of scattering through this
medium, as shown in Chapter 3. Because a subwavelength discretisation of the
domain is not required (as it is in other full-wave optical models), the method is
computationally efficient in terms of time and memory. This allows it to be scaled
to model tissue volumes that are large, and thus to study the focusing of light in

deep tissue.

The framework was demonstrated by simulating light propagation through an 800
um thick tissue-like scattering medium, focusing light in this medium via WEFS,
and performing a parametric study of the impact of spatial resolution in a simpli-
fied version of PAWS. The latter demonstrations were intended to be illustrative
and were thus simplified in several ways. The main simplification was the use
of random medium modelling. This method of modelling the input modes as a
summation of light fields produced by multiple instances of the same tissue-like
medium is inherently non-physical. A more physically rigorous approach to model
WES would involve decomposing the incident light field into an angular spectrum
of plane waves incident at various angles (see Section 5.2.2). While non-physical,
this approach removes the impact of medium-specific correlations such as memory

effects and other confounding factors.



6.5. Modelling photoacoustic wavefront shaping 182

In the parametric PAWS study, a second simplification was related to the size
of the focal zone. Specifically, although the size of this zone varied, it was always
assumed to lie in a 2D plane within the medium. By contrast, in experimental
PAWS systems, PA feedback signals will be confined to 3D volumes (determined
by the spatial resolution of the PA sensor). Although the simulation framework
developed here can be extended to evaluate the electric field magnitude within vol-
umetric regions (see Figure 5.7), preliminary attempts to focus light into such 3D
zones revealed a limitation: the number of input modes used was insufficient to

generate high-contrast volumetric foci.

In vivo, several mechanisms may mitigate this scaling and enable useful focus-
ing despite the resolution constraints of acoustic detection. Most simply, increasing
the resolution of the acoustic sensor would reduce the effective focal volume. More-
over, if the speckle field inside the medium is elongated or axially symmetric (such
as in the case shown in Figure 5.7 where the speckle grains are stretched along
the optical axis), then fewer independent speckle grains occupy a given volume,
reducing the number of input modes required to achieve a strong focus. Another
relevant consideration is the hypothetical concept of photoacoustic sparsity, wherein
the absorbing chromophores (see Section 2.1.2) are distributed sparsely within the
medium. Even if the acoustic resolution is limited, the sparsity can allow the shaped
light to be selectively guided to sub-acoustic diffraction-limited regions within the
target. All of these effects rely on spatial correlations within the speckle field, and

as such, necessitate the use of angular spectrum modelling of the input modes.

A final simplification in the current work was the assumption that PA signals
would be generated in direct proportion to the sum of the speckle intensity within
the intended focal region of interest. A more comprehensive model could be con-
structed by incorporating the actual response functions of ultrasonic transducers or
coupling the present model to an acoustic model, such as K-wave [196], to model

the acoustic aspects of PAWS.
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6.6 Chapter summary

This chapter extended the discrete-particle/T-matrix framework to model light prop-

agation and WEFS in tissue-like media. The key contributions are as follows.

First, light propagation through ~ 1 mm of tissue-like material was modelled
with a focused Gaussian input, revealing depth-dependent speckle formation and
attenuation. The statistics of this developing speckle were analysed. These results
establish that the framework can generate physically consistent internal fields in

geometries relevant to biomedical optics.

Second, light was modelled focusing into a 200 um? tissue-like volume using WES.
Binary-amplitude control produced a focus consistent with sub-TMFP propagation
- more representative of adaptive optics. Nevertheless, modelling light propagation
and focusing inside shallow, weakly scattering tissue remains of interest to certain
biomedical imaging methodologies, such as OCT or aberration correction in mi-

Croscopy.

Third, in deep tissue, a novel random-medium input strategy was introduced to en-
able focusing after one TMFP, while removing medium-specific correlations. Full-
phase optimisation of 6000 uncorrelated input modes yielded a smooth, speckle-
sized focus at ~ 725 um depth, demonstrating that the framework can be used to

model light focusing in deep tissues.

Fourth, the framework was applied to undertake a preliminary parametric sim-
ulation of PAWS. By varying the acoustic target size, enhancement trends were
quantified and shown to decrease with increasing region radius, consistent with an

approximate 1/r% behaviour expected by theory.

Overall, this chapter demonstrates how the framework developed in Chapters 3

and 4 can be used for practically relevant WES studies in biological tissue.



Chapter 7

General conclusions

Biological tissue strongly scatters visible and NIR light, resulting in a significant
reduction in intensity and a loss of coherence over depth. As a result, various ther-
apeutic and imaging modalities are constrained to image superficial tissues. One
method to facilitate increased light delivery into deep tissue is WFS - a technique
in which the incident light is spatially modulated to control its propagation, thereby

allowing researchers to focus light at arbitrary locations inside or through tissue.

Simulating WES in biological tissue is constrained by methods that are either
too computationally intensive to model large enough volumes or too incomplete
to model underlying deterministic scattering and interference processes accurately.
To address the challenge, a rigorous and efficient simulation framework has been
developed by coupling together a discrete-particle model of turbid media with a

T-matrix method of calculating the light fields.

7.1 Summary of contributions

In Chapter 3, the first component of the framework was established - a T-matrix
framework capable of simulating coherent light propagation through discrete parti-
cle media. Multiple T-matrix solvers were implemented and evaluated, identifying
unreported bugs and numerical artefacts. The method was validated through com-

parison with Mie theory and FDTD simulation.
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In Chapter 4, the second component of the framework was developed: a method for
generating discrete particle domains with bespoke optical properties. This method
was validated at multiple scales using IAD, Monte Carlo and angular memory effect
simulations, confirming correct scattering statistics and higher-order correlations.
A discrete particle database of over 25 million domains was constructed to make
the future design of scattering media easier. Novel optimisation strategies were
introduced to increase the computational efficiency of the framework (optimising
sphere design and creating the “photons retained” metric for determining simula-

tion width).

In Chapter 5, the angular spectrum method was coupled with the existing framework
to create a method of modelling WFS that is the closest computational analogue to
experimental WFS. The seminal Vellekoop and Mosk experiment was replicated in
silico, generating foci through titanium dioxide layers with enhancements consis-
tent with theory. This demonstration was extended to focus light into the medium,
explore various strategies for shaping the incident wavefront, and generate multiple

foci. A preliminary investigation of foci correlations was undertaken.

In Chapter 6, the framework was applied to focus light inside tissue-like domains
via WES. Depth-dependent speckle formation was simulated in ~1 mm deep-tissue
media and statistically analysed. A random-medium method of modelling input
modes was introduced to remove medium-specific correlations. This method was
used to achieve deep-tissue focusing (~725 um, ~1 TMFP). Consequently, a pre-
liminary parametric study of PAWS was performed, showing enhancement trends
scale inversely with target region size. These studies established the feasibility of

computationally exploring WFS inside biological tissue.
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7.2 Future directions

Improved discrete particle domains

The current discrete particle domains use monodisperse spherical scatterers with
fixed refractive indices. While this enables scattering media with target optical
properties to be designed via Mie theory, biological tissues are inherently more
complex. Future work could expand the domain generation process to incorporate
polydisperse size distributions [115], irregularly shaped particles, and multilayered
or anisotropic configurations. Additionally, incorporating motion (e.g., Brownian
motion or blood flow) would enable simulation of dynamic decorrelation phenom-

ena and the investigation of WES in biological tissue.

Wavefront shaping with in vivo constraints

To bridge the gap between in silico modelling and in vivo reality, future simula-
tions should incorporate experimental constraints. These include more accurate
SLM modelling by considering pixel cross-talk, dead zones, and realistic modula-
tion speeds. Likewise, detector characteristics such as dynamic range and signal-to-
noise ratio could be modelled, as has been done in other simulations of WFES [102].
By embedding these constraints, simulated performance metrics can be more di-

rectly compared with experimental results and used to guide hardware design.

Digital optical phase conjugation

While this thesis focused primarily on feedback-based shaping, future work could
simulate DOPC, a powerful alternative strategy based on time reversal. Simulating
DOPC requires calculating the backward propagation of the conjugated scattered
field and evaluating how well the conjugated wave reconstructs a focus within the
domain. This requires being able to represent the complex incident field in VSWEF,
something known as defining the beam shape coefficients of the field. This has been
implemented in some generalised Lorenz-Mie theory codes like Absphere [169], but

has not yet been integrated with the T-matrix method.
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Evaluation of shaping algorithms

The framework developed here could be used to benchmark different WFES algo-
rithms. Iterative approaches (e.g., stepwise sequential, partition-based, genetic al-
gorithms), transmission matrix inversion, and model-based or machine learning
methods could be compared in terms of convergence speed, robustness to noise, and
focus enhancement. Existing computational attempts to quantify algorithm perfor-
mance used non-physical modes of light propagation [51], which would struggle to

model the newer deep-learning-based shaping algorithms.

Multi-target focus generation

Simulations presented in this thesis primarily targeted single optical foci. Future
work should extend the preliminary work presented in this thesis, investigating
the generation of multiple simultaneous foci. Statistical correlations between input
phase maps and output intensity patterns for multi-target shaping can be quantified,

potentially enabling new methods of shaping light into multi-target foci.

Measuring the angular memory effect in tissue-like media

The AME and related correlations offer a pathway to rapid scanning and focus trans-
lation. Future work should systematically investigate how the AME range varies
as a function of domain optical properties. Attempts to simulate the AME using
non-physical random phase screens struggled to match experimental data, which
suggests that the AME range is higher than expected in highly anisotropic media
[97].

Photoacoustic wavefront shaping

Photoacoustic-guided shaping was only explored under simplified assumptions. Fu-
ture simulations should incorporate realistic acoustic feedback by coupling opti-
cal propagation with acoustic modelling tools such as k-Wave [196]. Simulations
should also be repeated using angular spectrum propagation to preserve correla-
tions within the medium and facilitate accurate focusing into volumes. These stud-
ies could be used to clarify the spatial resolution and sensitivity requirements of a

PAWS system to achieve meaningful focus enhancement in biological tissue.
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Expanding the T-matrix framework

While CELES and MSTM provided a reasonable foundational basis for this work,
existing T-matrix implementations are limited for the applications of modelling
WES and other coherent phenomena. Future development should include the im-
plementation of beam shape coefficients to allow the simulation of generalised in-
cident fields beyond angular spectrum decomposition. The parameter space (par-
ticularly high-density regimes) should be more extensively validated against other
full-wave methods. Ultimately, a curated dataset of fully characterised T-matrix
domains could be generated and shared, supporting reproducibility and enabling

benchmarking for the wider WES and optical modelling communities.

7.3 Synopsis

This thesis has developed a rigorous and efficient computational framework capable
of simulating coherent light propagation through tissue-like scattering media. By
coupling a discrete particle representation of turbid media with the T-matrix method,
it was possible to model coherent phenomena such as WFS with high fidelity. The
proposed modelling framework enables full-field access to amplitude and phase
information within deep tissue, allowing investigations beyond the reach of existing
experimental or numerical techniques. These capabilities open the door to a broad

range of future applications in optical imaging, therapy, and computational optics.



Appendix A

Research outputs

The following peer-reviewed publications and conference proceedings were pro-

duced during the course of this PhD:

Bewick, Jake A. J., et al. Rigorously simulating light transmission and wave-

front shaping in turbid media with a T-matrix method. [Under review].

Bewick, Jake A. J., et al. A computational framework for investigating the
feasibility of focusing light in biological tissue via photoacoustic wavefront

shaping. Photons Plus Ultrasound: Imaging and Sensing 2023. SPIE, 2023.

Bewick, Jake, et al. Full-wave simulation of focusing light through scattering
layers using the T-matrix method. Adaptive Optics and Wavefront Control for

Biological Systems IX. SPIE, 2023.

Bewick, Jake A. J., et al. Simulating optical memory effects and the scanning
of foci using wavefront shaping in tissue-like scattering media. European

Conference on Biomedical Optics. Optica Publishing Group, 2023.

Bewick, Jake A. J., et al. Efficient full-wave simulation of wavefront shap-
ing to focus light through biological tissue. Optics and the Brain. Optica
Publishing Group, 2022.

Bewick, Jake A.J., etal. Scalable full-wave simulation of coherent light prop-
agation through biological tissue. 2021 IEEE Photonics Conference (IPC).
IEEE, 2021.



Appendix B

Colophon

This document was written in I&TEX using Overleaf and compiled with pdfI&TEX.

References were managed with BibTgX.

Post-processing, data analysis, and Figure generation were performed using MAT-
LAB. Vector illustrations and diagrams were prepared using INKSCAPE, and 3D

renderings were produced with BLENDER.

Optical modelling was performed using a range of specialised solvers. The T-
matrix calculations were carried out using both MSTM (Multi-Sphere T-Matrix)
[160] and CELES (CUDA-accelerated Electromagnetic scattering for Large En-
sembles of Spheres) [129].

For the validation simulations:
* Monte Carlo simulations were performed using VALOMC [187].

* Optical property measurements were performed using Inverse adding-

doubling (IAD) [180].

* Finite-difference time-domain simulations were performed using TDMS

[170].

For single particle scattering calculation, a range of Mie theory solvers were used,

including:
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e Matzler’s MIE SCATTERING code [178],

* Kuan Fang Ren’s ABSPHERE [169],

Scott Prahl’s online OMLC MIE CALCULATOR [177],
e Peter Munro’s MIE CODE [168].
All figures were rendered as vector graphics or publication-quality images. Figure

composition and annotation were done in INKSCAPE.

Simulations were run on local workstations (including ZEUS and MNEMOSYNE)

and UCL’s MYRIAD computing clusters.
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